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Abstract: We study the combination of the following already known ideas for showing confluence of unconditional
or conditional term rewriting systems into practically more useful confluence criteria for conditional systems: Our
syntactic separation into constructor and non-constructor symbols, Huet’s introduction and Toyama’s generalization
of parallel closedness for non-terminating unconditionalsystems, the use of shallow confluence for proving conflu-
ence of terminating and non-terminating conditional systems, the idea that certain kinds of limited confluence can be
assumed for checking the fulfilledness or infeasibility of the conditions of conditional critical pairs, and the idea that
(when termination is given) only prime superpositions haveto be considered and certain normalization restrictions
can be applied for the substitutions fulfilling the conditions of conditional critical pairs. Besides combining and
improving already known methods, we present the following new ideas and results: We strengthen the criterion for
overlay joinable terminating systems, and, by using the expressiveness of our syntactic separation into constructor
and non-constructor symbols, we are able to present criteria for level confluence that are not criteria for shallow
confluence actually and also able to weaken the severe requirement of normality (stiffened with left-linearity) in the
criteria for shallow confluence of terminating and non-terminating conditional systems to the easily satisfied require-
ment of quasi-normality. Finally, the whole paper also gives a practically useful overview of the syntactic means for
showing confluence of conditional term rewriting systems.
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1 Introduction and Overview

While1 powerful confluence criteria for conditional term rewriting systems2 are in great demand
and while there are interesting new results forunconditionalsystems3, hardly any new results
on confluence ofconditional term rewriting systems (besides some on modularity4 and on the
treatment of extra-variables in conditions5) have been published since Dershowitz &al. (1988),
Toyama (1988), and Bergstra & Klop (1986), and not even a common generalization (as given
by our theorems 13.6 and 15.1) of the main confluence theoremsof the latter two papers (i.e.
something like confluence of parallel closed conditional systems) has to our knowledge been
published. We guess that this is due to the following problems:

1. A proper treatment is very tedious and technically most complicated, especially in the case
of non-terminating reduction relations.6

2. There is a big gap between the known criteria and those criteria that are supposed to be
true, even for unconditional systems.7

3. The usual framework for conditional term rewriting systems does not allow us to model
some simple and straightforward applications naturally insuch a way that the resulting
reduction relation is known to be confluent, unless some sophisticated semantic or termi-
nation knowledge is postulated a priori.

1Please do try not to read the footnotes for a first reading!
2For an introduction to the subject cf. Avenhaus & Madlener (1989) or Klop (1992).
3Cf. Oostrom (1994a) and Oostrom (1994b). Note that the lemmas 5.1 and 5.3 of Oostrom (1994b) do not apply

for conditional systems because they are not subsumed by thenotion of “patterm rewriting systems” of Oostrom
(1994b).

4Cf. Middeldorp (1993), Gramlich (1994).
5Cf. Avenhaus & Loŕıa-Śaenz (1994) for the case of decreasing systems and Suzuki &al. (1995) for the case of

orthogonal systems.
6The technique we apply for proving our confluence criteria for non-terminating reduction relations is in essence

to show strong confluence of relations whose reflexive & transitive closures are equal to that of the reduction relation.
In Bergstra & Klop (1986) another technique is used. Insteadof an actual presentation of the proof there is only a

pointer to Klop (1980). It would be worthwhile to reformulate this proof in modern notions (including path orderings)
and notations. While we did not do this, we just try to describe here the abstract global idea of this proof:

The field of the reduction relation is changed from terms to terms with licenses in such a way that the projection to
terms just yields the original reduction relation again. The transformed reduction relation becomes terminating since
it consumes and inherits licenses in a wellfounded manner; thus its confluence is implied by its local confluence that
is to be shown. Finally, each diverging peak of the original reduction relation is a projection of a diverging peak in
the transformed reduction relation when one only provides enough licenses.

We did not apply this global proof idea since (while we were able to generalize it for allowing parallel closed
critical pairs as in the corollary on page 815 in Huet (1980))we were not able to generalize it for proving Corollary 3.2
of Toyama (1988) (which generalizes this corollary of Huet (1980)).

7Cf. e.g. Problem 13 of Dershowitz &al. (1991).
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4. For conditional rule systems there is another big gap between the known criteria and those
criteria that are required for practical purposes. This results from the difficulty to capture
(with effective means) the infinite number of substitutionsthat must be tested for fulfilling
the conditions of critical pairs.

While we are not able to contribute too much regarding the first two problems, we are able to
present some progress with the latter two.

Our positive/negative-conditional rule systems including a syntactic separation between construc-
tor and non-constructor symbols as presented in Wirth & Gramlich (1994a) offer more expressive
power than the standard positive conditional rule systems and therefore allow us to model more
applications naturally in such a way that their confluence isgiven by the new confluence criteria
presented in this paper. Using the separation into constructor and non-constructor rules (generated
by the syntactic separation into constructor and non-constructor function symbols) it is possible
to divide the problem of showing confluence of the whole rule system into three smaller sub-
problems, namely confluence of the constructor rules, confluence of the non-constructor rules,
and their commutation. The important advantage of this modularization is not only the division
into smaller problems, but is due to the possibility to tackle the sub-problems with different con-
fluence criteria. E.g., when confluence of the constructor rules is not trivial then its confluence
often can only be shown by sophisticated semantical considerations or by criteria that are applica-
ble to terminating systems only. For the whole rule system, however, neither semantic confluence
criteria nor confluence criteria requiring termination of the reduction relation are practically fea-
sible in general. This is because, on the one hand, an effective application of semantic confluence
criteria requires that the specification given by the whole rule system has actually been modeled
before in some formalism. On the other hand, termination of the whole rule system may not be
given or difficult to be shown without some confluence assumptions.8 Fortunately, without re-
quiring termination of the whole rule system the syntactic confluence criteria9 presented in this
paper guarantee confluence of the non-constructor rules of aclass of rule systems that is sufficient
for practical specification. This class of rule systems generalizes the function specification style
used in the framework of classic inductive theorem proving10 by allowing of partial functions re-
sulting from incomplete specification as well as from non-termination. Together with the notions
of inductive validity presented in Wirth & Gramlich (1994b)this extends the area of semantically
clearly understood inductive specification considerably.

Regarding the last problem of the above problem list (occuring in case of conditional rule sys-
tems), by carefully including the invariants of the proofs for the confluence criteria into the condi-
tions of the joinability tests for the conditional criticalpairs we allow of more reasoning on those
substitutions that fulfill the condition of a critical pair.E.g. consider the following example:

8When termination is assumed, there are approaches to prove confluence automatically, cf. Becker (1993) and
Becker (1994).

9Cf. our theorems 13.3, 13.4, and 15.3.
10Cf. Walther (1994). Note that we can even keep the notation style similar to this function specification style, cf.

Wirth & Lunde (1994).
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Example 1.1 Let R: f(s(s(x))) = s(0) ←− f(x)=0

f(s(s(x))) = 0 ←− f(x)=s(0)
f(s(0)) = s(0)
f(0) = 0

Assume0 ands(0) to be irreducible.

The experts may notice that the part of R we are given in this example is rather well-behaved:
It is left-linear and normal; it may be decreasing; and the only critical pair is an overlay. Now,
for showing the critical pair between the first two rules to bejoinable, one has to show that it
is impossible that both conditions hold simultaneously fora substitution{x 7→ t}. One could
argue the following way: If both conditions were fulfilled, then f(t) would reduce to0 as well
as tos(0), which contradicts confluence belowf(t). But, as our aim is to establish confluence,
it is not all clear that we are allowed to assume confluence forthe joinability test here. None
of the theorems in Dershowitz &al. (1988) or Bergstra & Klop (1986) provides us with such a
confluence assumption, even if their proofs could do so with little additional effort. For practical
purposes, however, it is important that the joinability test allows us to assume a sufficient kind of
confluence for the condition terms. Therefore, all our joinability notions provide us with sufficient
assumptions that allow us to easily establish the infeasibility of the condition of a critical pair,
without knowing the proofs for the confluence criteria by heart. This applies for example, when
two rules with same left-hand side are meant to express a casedistinction that is established by
the condition of the one containing a condition literal “p=true” or “ u=v” and the condition of the
other containing the condition literal “p=false” or “ u6=v”.11

For terminating reduction relations we carefully investigate whether the joinability test can
be restricted by certain irreducibility requirements, e.g. whether the substitutions which must be
tested for fulfilling the conditions of critical pairs can berequired to be normalized, cf.§ 14, esp.
Example 14.3. The restrictions on the infinite number of substitutions for which the condition of
a critical pair must be tested for fulfilledness may be a greathelp in practice. However, they do
not solve the principle problem that the number of substitutions is still infinite.

Another important point is that we weaken the severe restriction imposed on terminating systems
by Theorem 2 of Dershowitz &al. (1988) and on non-terminating systems by Theorem 3.5 of
Bergstra & Klop (1986), namely normality, which in our framework can be considerably weak-
ened to the so-calledquasi-normality, cf. our theorems 13.6 and 14.5.

Moreover, besides these two criteria for shallow confluence, we present to our knowledge the
first criteria for level confluence that are not criteria for shallow confluence actually12, cf. our
theorems 13.9 and 14.6.

Finally, we considerably improve the notion of “quasi overlay joinability” of Wirth & Gram-
lich (1994a), generalizing the notion of “overlay joinability” of Dershowitz &al. (1988). This
results in a stronger criterion with a simpler proof, cf.§ 9 and Theorem 14.7.

11In Definition 4.4 of Avenhaus & Lorı́a-Śaenz (1994) the critical pair resulting from such two rules is called
“infeasible” (in the case with “p=true” and “p=false”). We will call it “complementary” instead (in both cases),cf.
Theorem 13.3.

12as is the case with Suzuki &al. (1995).
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Since our main interest is in positive/negative-conditional rule systems with two kinds of vari-
ables and two kinds of function symbols as presented in Wirth&al. (1993) and Wirth & Gramlich
(1994a), the whole paper is based on this framework. We know that this is problematic because
the paper may also be of interest for readers interested in positive conditional rule systems with
one kind of variables and function symbols only: With the exception of our generalization of nor-
mality to quasi-normality and our criteria for level confluence, our results also have interesting
implications for this special case (which is subsumed by ourapproach). Nevertheless we prefer
our more expressive framework for this presentation because it provides us with more power for
most of our confluence criteria which is lost when restricting them to the standard framework.
Therefore in the following section we are going to repeat those results of Wirth & Gramlich
(1994a) which are essential for this paper. Those readers who are only interested in the implica-
tions of this paper for standard positive conditional rule systems with one kind of variables and
function symbols should try to read only the theorems presented or pointed at in§ 15, which have
been supplied with independent proofs for allowing a directunderstanding. The contents of the
other sections are explained by their titles. For a first reading sections 7 and 8 should only be
skimmed and its definitions looked up by need. Due to their enormous length, most of the proofs
have been put into D.

We conclude this section with a list on where in this paper to find generalizations of known
theorems:

Parallel Closed + Left-Linear + Unconditional:
The corollary on page 815 in Huet (1980) as well as Corollary 3.2 in Toyama (1988) are
generalized by our theorems 13.6(I), 13.6(III), 13.6(IV),13.9(I), 13.9(III), 13.9(IV), and
15.1(I).

No Critical Pairs + Left-Linear + Normal:
Theorem 3.5 in Bergstra & Klop (1986) as well as Theorem 1 in Dershowitz &al. (1988)
are generalized by our theorems 13.3, 13.4, 13.6, 15.1, and 15.3.

Strongly Joinable + Strong Variable Restriction:
Lemma 3.2 of Huet (1980) as well as the translation of Theorem5.2 in Avenhaus & Becker
(1994) into our framework is generalized by our theorems 13.6(II) and 13.9(II).

Shallow Joinable + Left-Linear + Normal + Terminating:
Theorem 2 in Dershowitz &al. (1988) is generalized by our theorems 14.5 and 15.4.

Overlay Joinable + Terminating:
Theorem 4 in Dershowitz &al. (1988) as well as Theorem 6.3 in Wirth & Gramlich (1994a)
are generalized by our theorem 14.7.

Joinable + Variable Restriction + Terminating:
Theorem 7.18 in Wirth & Gramlich (1994a) is generalized by our theorem 14.4.

Joinable + Decreasing:
Theorem 3.3 in Kaplan (1987), Theorem 4.2 in Kaplan (1988), Theorem 3 in Dershowitz
&al. (1988), as well as Theorem 7.17 in Wirth & Gramlich (1994a) are generalized by our
theorems 14.2 and 14.4.
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2 Positive/Negative-Conditional Rule Systems

We use ‘⊎’ for the union of disjoint classes and ‘id’ for the identity function. ‘N’ denotes the set
of natural numbers and we defineN+ := { n∈N | 0 6=n }. For classesA,B we define: dom(A) :=
{a | ∃b. (a,b)∈A}; ran(A) := {b | ∃a. (a,b)∈A}; B[A] := {b | ∃a∈A. (a,b)∈B}. This use
of “[. . . ]” should not be confused with our habit of stating two definitions, lemmas, or theorems
(and their proofs &c.) in one, where the parts between ‘[’ and‘]’ are optional and are meant to be
all included or all omitted. Furthermore, we use ‘/0’ to denote the empty set as well as the empty
function or empty word.

2.1 Terms and Substitutions

Since our approach is based on the consequent syntactic distinction of constructors, we have to
be quite explicit about terms and substitutions.

We will consider terms of fixed arity over many-sorted signatures. Asignature sig= (F,S,α)
consists of an enumerable set of function symbolsF, a finite set of sortsS (disjoint fromF), and a
computable arity-functionα : F→ S+. For f ∈ F. α( f ) is the list of argument sorts augmented
by the sort of the result off ; to ease reading we will sometimes insert a ‘→’ between a nonempty
list of argument sorts and the result sort. Aconstructor sub-signature of the signature(F,S,α)
is a signature cons= (C ,S,C ↿α) such that the setC is a decidable subset ofF. C is called
the set ofconstructor symbols; the complementN = F \C is called the set ofnon-constructor
symbols.

Example 2.1 (Signature with Constructor Sub-Signature)
C = {0,s, false, true,nil,cons}
N = {−,mbp}
S = {nat,bool, list}

α(0) = nat

α(s) = nat → nat

α(false) = bool

α(true) = bool

α(nil) = list

α(cons) = nat list → list

α(−) = nat nat → nat

α(mbp) = nat list → bool

To reduce declaration effort, in all examples (unless stated otherwise) in this and the following
sections we will have only one sort; ‘a’, ‘ b’, ‘ c’, ‘ d’, ‘ e’, and ‘0’ will always be constants; ‘s’, ‘ p’,
‘ f ’, ‘ g’, and ‘h’ will always denote functions with one argument; ‘+’ and ‘−’ take two arguments
in infix notation; ‘W’, ‘ X’, ‘ Y’, ‘ Z’ are variables from VSIG (cf. below).

A variable-system for a signature(F,S,α) is anS-sorted family of decidable sets of variable
symbols which are mutually disjoint and disjoint fromF. By abuse of notation we will use the
symbol ‘X’ for an S-sorted family to denote not only the familyX = (Xs)s∈S itself, but also the
union of itsranges:

S

s∈S Xs. As the basis for our terms throughout the whole paper we assume
two fixed disjoint variable-systems VSIG of general variablesand VC of constructor variables
such that VSIG,s as well as VC ,s contain infinitely many elements for eachs∈ S.



6

T (sig,VSIG⊎VC ) denotes theS-sorted family of all well-sorted(variable-mixed) termsover
‘sig/VSIG⊎VC ’, while G T (sig) denotes theS-sorted family of all well-sortedground terms
over ‘sig’. Similarly, T (cons,VSIG⊎VC ) denotes theS-sorted family of all(variable-mixed)
constructor terms, T (cons,VC ) denotes theS-sorted family of allpure constructor terms, while
G T (cons) denotes theS-sorted family of allconstructor ground terms. To avoid problems with
empty sorts, we assumeG T (cons) to have nonempty ranges only.

We define V := (Vς,s)(ς,s)∈{SIG,C }×S and call it avariable-system for a signature(F,S,α) with
constructor sub-signature. We useV (A) to denote the{SIG,C }×S-sorted family of variables
occurring in a structureA (e.g. a term or a set or list of terms). Let X⊆V be a variable-system. We
define T (X) = (T (X)ς,s)(ς,s)∈{SIG,C }×S by (s∈ S): T (X)SIG,s := T (sig,X)s and T (X)C ,s :=
T (cons,XC )s. To avoid confusion: Note thatT (X)C ,s⊆ T (X)SIG,s for s∈ S, whereas VC ,s∩
VSIG,s = /0. Furthermore we writeG T for T ( /0) as well asT for T (V). Our custom of reusing
the symbol of a family for the union of its ranges now allows usto write T as a shorthand for
T (sig,VSIG⊎VC ).

For a termt ∈ T we denote byPOS (t) theset of its positions(which are lists of positive natural
numbers), byt/p the subterm oft at positionp, and byt[ p← t ′ ] the result of replacingt/p with
t ′ at positionp in t. We write p‖q to express that neither p is a prefix of q, nor q a prefix of
p. For Π⊆ POS (t) with ∀p,q∈Π. (p=q∨ p‖q) we denote byt[ p← t ′p | p∈Π ] the result of
replacing, for eachp∈Π, the subterm at positionp in the termt with the termt ′p. t is linear if
∀p,q∈POS (t). (t/p= t/q∈V⇒ p=q) .

The set ofsubstitutionsfrom V to a{SIG,C }×S-sorted family of setsT = (Tς,s)(ς,s)∈{SIG,C }×S
is defined to be

S UB (V,T) := { σ : V→ T | ∀(ς,s)∈{SIG,C }×S. ∀x∈Vς,s. σ(x)∈Tς,s }.

Note that ∀σ∈S UB (V,T ). ∀(ς,s)∈{SIG,C }×S. ∀t∈T ς,s. tσ∈T ς,s.

Let E be a finite set of equations and X a finite subset of V. A substitution σ
∈ S UB (V,T ) is calleda unifier for E if Eσ ⊆ id. Such a unifier is calledmost general
onX if for each unifierµ for E there is someτ ∈ S UB (V,T ) such thatX↿(στ) = X↿µ. If E has
a unifier, then it also has a most general unifier13 on X, denoted by mgu(E,X).

13For this most general unifierσ we could, as usual, even requireσσ = σ but not V (σ[V (E)]) ⊆ V (E).
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2.2 Relations

Let X⊆V. Let T⊆ T . A relationRonT is called:

sort-invariant if ∀(t,t ′)∈R. ∃s∈S. t,t ′∈T SIG,s

X-stable (w.r.t. substitution)if ∀(t0, . . . ,tn−1)∈R. ∀σ∈S UB (V,T (X)).
(t0σ, . . . ,tn−1σ) ∈ R

T-monotonic if ∀(t ′,t ′′)∈R. ∀t∈T . ∀p∈POS (t).
( (

∃s∈S. t/p,t ′,t ′′∈T SIG,s

∧ t[ p← t ′ ] ∈ T

)

⇒

(

(t[ p← t ′ ],t[ p← t ′′ ]) ∈ R
∧ t[ p← t ′′ ] ∈ T

) )

Thesubterm ordering⊳ST on T is the V-stable and wellfounded ordering defined by:tESTt
′ if

∃p∈POS (t ′). t = t ′/p. A termination-pairover sig/V is a pair(>,⊲) of V-stable, wellfounded
orderings onT such that> is T -monotonic, > ⊆ ⊲, and ⊲ST ⊆ ⊲. Cf. Wirth & Gram-
lich (1994a) for further theoretical aspects of termination-pairs, and Geser (1994) for interesting
practical examples. For further details on orderings cf. Dershowitz (1987).

The reflexive, symmetric, transitive, and reflexive & transitive closure of a relation−→ will be
denoted by

=
−→,←→,

+
−→, and

∗
−→, resp..14 Two termsv, w are calledjoinable w.r.t.−→ if v↓w,

i.e. if v
∗
−→◦

∗
←−w. They arestrongly joinable w.r.t.−→ if v�w, i.e. if v

=
−→◦

∗
←−w

=
−→◦

∗
←−v.

−→ is called terminating below uif there is nos : N→ dom(−→) such that u=s0 ∧ ∀i∈N.
si−→si+1.

14Note that this is actually an abuse of notation sinceA+ now denotes the transitive closure ofA as well as the
set of nonempty words overA and sinceA∗ now denotes the reflexive & transitive closure ofA as well as the set of
words overA. In our former papers we prefered to denote different thingsdifferent but now we have found back to
this standard abuse of notion for the sake of convenient readability, because the reader will easily find out what is
meant with any application with the exception of those in theproof of Lemma B.7.
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2.3 The Reduction Relation

In the definition below we restrict our constructor rules to contain no non-constructor function
symbols, to be extra-variable free, and to contain no negative literals. This is important for our
approach (cf. Lemma 2.10, Lemma 2.11, and Lemma 2.12) and should always be kept in mind
when reading the following sections.

Definition 2.2 (Syntax of CRS)
CON DL I T (sig,V) is the set ofcondition literalsover the following predicate symbols on terms
from T (sig,VSIG⊎VC ): ‘=’, ‘ 6=’ (binary, symmetric, sort-invariant), and ‘Def’ (singulary). The
terms15 of a list C of condition literals are calledcondition termsand their set is denoted by
T ERM S (C). A (positive/negative-)conditional rule system(CRS) R over sig/cons/V is a finite
subset of theset of rulesover sig/cons/V, which is defined by

{ (

(l , r), C
) ∣

∣

















∃s∈S. l , r∈T (sig,VSIG⊎VC )s
∧ C∈ (CON DL I T (sig,V))∗

∧









l ∈ T (cons,VSIG⊎VC ) ⇒




{r}∪ T ERM S (C) ⊆ T (cons,VSIG⊎VC )
∧ V ({r}∪ T ERM S (C)) ⊆ V (l)
∧ ∀L in C. ∀u,v. L 6= (u6=v)



























































.

A rule ((l , r), /0) with an empty condition will be writtenl=r . Note thatl=r differs from r=l
whenever the equation is used as a reduction rule. A rule((l , r),C) with conditionC will be
written l=r←−C. We call l the left-hand sideandr the right-hand sideof the rulel=r←−C. A
rule is said to beleft-linear (or elseright-linear) if its left-hand (or else right-hand) side is a linear
term. A rulel=r←−C is said to beextra-variable freeif V ({r}∪ T ERM S (C)) ⊆ V (l). The
whole CRS R is said to have one of these properties if each of its rules has it. A rulel=r←−C
is called aconstructor rule if its left-hand side is a constructor term, i.e.l ∈T (cons,VSIG⊎VC ).

In the following example we define the subtraction operation‘−’ partially (due to a non-complete
defining case distinction), whereas we define a member-predicate ‘mbp’ totally on the constructor
ground terms.

Example 2.3 (continuing Example 2.1)
Let x,y∈ VC ,nat andl ∈ VC ,list.
R2.3: x−0 = x

s(x)−s(y) = x−y
mbp(x,nil) = false

mbp(x,cons(y, l)) = true ←− x=y
mbp(x,cons(y, l)) = mbp(x, l) ←− x6=y

15To avoid misunderstanding: For a condition list, say “s=t, u6=v, Defw ”, we mean the top level terms
s,t,u,v,w∈ T (sig,VSIG⊎VC ), but neither their proper subterms nor the literals “s=t”, “ u6=v”, “Def w” themselves.
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Definition 2.4 (Fulfilledness)
A list D ∈ CON DL I T (sig,X)

∗ of condition literals is said to befulfilled w.r.t. some relation−→
if

∀u,v∈ T .





( (( u=v ) in D) ⇒ u↓v )
∧ ( ((Defu) in D) ⇒ ∃û∈ G T (cons). u

∗
−→û )

∧ ( (( u6=v ) in D) ⇒ ∃û, v̂∈ G T (cons). u
∗
−→û∤↓v̂

∗
←−v )



.

To avoid a non-monotonic behaviour of our negative conditions, we define our reduction relation
−→R,X via a double closure: First we define−→R,X,ω by using the constructor rules only. Then we
define−→R,X,ω+ω via a second closure including all rules.

Definition 2.5 (−→R,X )
Let R be a CRS over sig/cons/V. Let X⊆V. Let≺ denote the ordering on the ordinal numbers. For
β� ω+ω andp∈ N∗+ the reduction relations−→R,X,β and−→R,X,β,p

on T (sig,X) are inductively
defined as follows: Fors,t ∈ T (sig,X):
s−→R,X,βt if ∃p∈POS (s). s−→R,X,β,p

t.
For p∈ N∗+: −→R,X,0,p := /0. For i ∈ N; s,t ∈ T (sig,X):

s−→R,X,i+1,pt if ∃

〈

((l , r),C)∈R
σ∈S UB (V,T (X))

〉

.









l ∈ T (cons,VSIG⊎VC )
∧ s/p = lσ
∧ t = s[ p← rσ ]
∧ Cσ is fulfilled w.r.t.−→R,X,i









.

−→R,X,ω,p :=
S

i∈N
−→R,X,i,p. For i ∈ N; s,t ∈ T (sig,X): s−→R,X,ω+i+1,pt if

s−→R,X,ω,pt ∨ ∃

〈

((l , r),C)∈R
σ∈S UB (V,T (X))

〉

.





s/p = lσ
∧ t = s[ p← rσ ]
∧ Cσ is fulfilled w.r.t.−→R,X,ω+i



.

−→R,X,ω+ω,p :=
S

i∈N
−→R,X,ω+i,p; −→R,X :=−→R,X,ω+ω .

We will drop “R,X” in −→R,X and−→R,X,β &c. when referring to some fixed R,X.

Corollary 2.6
−→R,X,ω is the minimum (w.r.t. set-inclusion) of all relations on T satisfying for all s,t ∈

T (sig,X): s t if ∃

〈 p∈POS (s)
((l , r),C)∈R
σ∈S UB (V,T (X))

〉

.









l ∈T (cons,VSIG⊎VC )
∧ s/p= lσ
∧ t =s[ p← rσ ]
∧ Cσ is fulfilled w.r.t.  









.

Lemma 2.7 Let SR,X be the set of all relations onT satisfying

1. ( ∩ (G T (cons)×T )) ⊆ −→R,X,ω as well as

2. for all s,t ∈ T (sig,X):

s t if ∃

〈 p∈POS (s)
((l , r),C)∈R
σ∈S UB (V,T (X))

〉

.





s/p= lσ
∧ t =s[ p← rσ ]
∧ Cσ is fulfilled w.r.t.  



.

Now−→R,X is the minimum (w.r.t. set-inclusion) in SR,X , and SR,X is closed under nonempty inter-
section.
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Corollary 2.8 (Monotonicity of −→ w.r.t. Replacement)
−→R,X,β (for β � ω+ω) and−→R,X are T (sig,X)-monotonic as well as

∗
−→R,X [T]-monotonic for

eachT⊆ T (sig,X).

Corollary 2.9 (Stability of −→)
−→R,X,β (for β� ω+ω),−→R,X , and their respective fulfilledness-predicates areX-stable.

Lemma 2.10 For X ⊆ Y ⊆ V:
∀n∈N. ∀s∈T (cons,X). ∀t.

(

s
n
−→R,Y t ⇒ (s

n
−→R,Y,ωt ∈ T (cons,X))

)

Lemma 2.11 ↓ ∩ (T (cons,VSIG⊎VC )×T (cons,VSIG⊎VC )) ⊆ ↓ω

Lemma 2.12 (Monotonicity of−→β and of Fulfilledness w.r.t.−→β in β)
For β� γ� ω+ω: −→β ⊆ −→γ ⊆ −→ ; and if C is fulfilled w.r.t.−→β and
ω� β ∨ ∀u,v. ((u6=v) is not in C) , then C is fulfilled w.r.t.−→γ and w.r.t.−→.

Note that monotonicity of fulfilledness is not given in general for β≺ω and a negative literal
which may become invalid during the growth of the reduction relation on constructor terms.

For the proofs cf. Wirth & Gramlich (1994a).

2.4 The Parallel Reduction Relation

The following relation is essential for sophisticated joinability notions as well as for most of our
proofs:

Definition 2.13 (Parallel Reduction)
For β� ω+ω we define theparallel reduction relation−→q R,X,β onT (sig,X):

s−→q R,X,βt if ∃Π⊆ POS (s). s−→q R,X,β,Πt, where

s−→q R,X,β,Πt if





∀p,q∈Π.
(

p=q ∨ p‖q
)

∧ t =s[ p← t/p | p∈Π ]
∧ ∀p∈Π. s/p−→R,X,βt/p



.

Corollary 2.14 ∀β�ω+ω.−→R,X,β ⊆−→q R,X,β ⊆
∗
−→R,X,β .
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3 Confluence

The following notions and lemmas have become folklore, cf. e.g. Klop (1980) or Huet (1980) for
more information.

Definition 3.1 (Commutation and Confluence)

Two relations−→0 and−→1 are commutingif

∀s,t0,t1.
(

t0
∗
←−0s

∗
−→1t1 ⇒ t0

∗
−→1 ◦

∗
←−0t1

)

.

−→0 and−→1 are locally commutingif

∀s,t0,t1.
(

t0←−0s−→1t1 ⇒ t0
∗
−→1 ◦

∗
←−0t1

)

.

−→1 strongly commutes over−→0 if

∀s,t0,t1.
(

t0←−0s−→1t1 ⇒ t0
=
−→1 ◦

∗
←−0t1

)

.

s
∗
1

> t1 s
1

> t1 s
1

> t1

t0

∗
∨

0

∗
1

> ◦

∗
∨

0

t0
∨

0

∗
1

> ◦

∗
∨

0

t0
∨

0

=

1
> ◦

∗
∨

0

−→0 and−→1 are
commuting

−→0 and−→1 are
locally commuting

−→1 strongly com-
mutes over−→0

A single relation−→ is called[ locally] confluent if −→ and−→ are [locally] commuting. It is
calledstrongly confluentif −→ strongly commutes over−→. It is calledconfluent below uif
∀v,w. ( v

∗
←−u

∗
−→w ⇒ v↓w ).

Lemma 3.2 (Generalized Newman Lemma)
If −→0 and−→1 are commuting, then they are locally commuting, too.
Furthermore, if−→0∪−→1 is terminating or if−→0 or−→1 is transitive, then also the converse
is true, i.e.−→0 and−→1 are commuting iff they are locally commuting.

Lemma 3.3
The following three properties are logically equivalent:

1. −→1 strongly commutes over−→0.

2. −→1 strongly commutes over
+
−→0.

3. −→1 strongly commutes over
∗
−→0.

Moreover, each of them implies that−→0 and−→1 are commuting.

Lemma 3.4 (Church-Rosser)
Assume that−→ is confluent. Now:

∗
←→⊆ ↓.
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Besides strong confluence there are two other important versions of strengthened confluence for
conditional rule systems. They are based on the depth of the reduction steps, i.e. on theβ of
−→R,X,β . Therefore they actually are properties of R,X instead of−→R,X , unless one considers
−→R,X to be the family (−→R,X,β)β�ω+ω. These two strengthened versions of confluence are
shallow confluenceand level confluence. Their generalizations to our generalized framework
here are called 0-shallow confluencefor the closure w.r.t. our constructor rules, as well asω-
shallow confluenceandω-level confluencefor our second closure. Shallow and level confluence
are interesting: On the on hand, they provide us with stronger induction hypotheses for the proofs
of our confluence criteria. On the other hand, the stronger confluence properties may be essential
for certain kinds of reasoning with the specification of a rule system; for level joinability cf.
Middeldorp & Hamoen (1994).

Before we define our notions of shallow and level confluence wepresent some operations on
ordinal numbers:

Definition 3.5 (+0, +ω, −̇)
Let α ∈ {0,ω}. Let ‘+’ be the addition of ordinal numbers.
Define ‘+0’, ‘ +ω ’, and ‘−̇’ for n0,n1≺ ω:

0+αn1 := n1

n0+α0 := n0

(n0+1)+α(n1+1) := α+n0+1+n1+1

(n0+n1)−̇n1 := n0

n0−̇(n0+n1) := 0

Note that the subscript of the operator ‘+ω ’ is chosen to remind that it adds an extraω to the left
if both arguments are different from 0. Moreover, note thatN×N↿+0 =N×N↿+. ‘−̇’ is sometimes
calledmonus.

Since we want to use shallow and level confluence also for terminating reduction relations we
have to parameterize them w.r.t. wellfounded orderings. Let ‘≻’ as before be the wellordering of
the ordinal numbers. Let ‘⊲’ be some wellfounded ordering onT . We denote the lexicographic
combination of≻ and⊲ by ‘ ≻⊲ ’, its reverse by ‘≺⊳ ’, and the reflexive closure of the latter by
‘ ≺⊳ ’.
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Definition 3.6 ( 0-Shallow Confluent /ω-Shallow Confluent )
Let α ∈ {0,ω}. Let β� ω+ω. Let s∈ T .
R,X is said to beα-shallow confluent up toβ and s in⊳ if

∀n0,n1≺ω. ∀u,v,w.







(

(

n0+αn1, u
)

≺⊳
(

β, s
)

∧ v
∗
←−R,X,α+n0

u
∗
−→R,X,α+n1

w

)

⇒ v
∗
−→R,X,α+n1

◦
∗
←−R,X,α+n0

w






.

R,X is said to beα-shallow confluent up toβ if
R,X is α-shallow confluent up toβ and16 s for all s∈ T .

R,X is said to beα-shallow confluentif R,X is α-shallow confluent up toω+α.

Definition 3.7 (ω-Level Confluent)
Let β� ω. Let s∈ T . R,X is said to beω-level confluent up toβ and s in⊳ if

∀n0,n1≺ω. ∀u,v,w.







(

(

max{n0,n1}, u
)

≺⊳
(

β, s
)

∧ v
∗
←−R,X,ω+n0

u
∗
−→R,X,ω+n1

w

)

⇒ v↓
R,X,ω+max{n0,n1}

w






.

R,X is said to beω-level confluent up toβ if
R,X is ω-level confluent up toβ and16 s for all s∈ T .

R,X is said to beω-level confluentif R,X is ω-level confluent up toω.

Note thatω-level andω-shallow confluence specialize to the standard definitions of level and shal-
low confluence, resp., for the case that all symbols are considered to be non-constructor symbols
(wheren becomes the standard depth of−→R,X,ω+n); and that 0-shallow confluence specializes to
the standard definition of shallow confluence for the case that all symbols are considered to be
constructor symbols.

Corollary 3.8 ( ω-Shallow Confluent ⇒ ω-Level Confluent ⇒ Confluent )
If R,X is ω-shallow confluent, thenR,X is ω-level confluent.
If R,X is ω-level confluent, then−→R,X is confluent.

Corollary 3.9
R,X is ω-shallow confluent up to0 iff
R,X is ω-level confluent up to0 iff
−→R,X,ω is confluent.

16Note that reference to a special⊳ becomes irrelevant here
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4 Critical Peaks

Critical peaks describe those possible sources of non-confluence that directly arise from the syn-
tax of the given rule system. While the so-calledvariable overlapscan hardly be approached via
syntactic means, the critical peaks describe the non-variable overlaps resulting from an instan-
tiated left-hand side being subterm of an instantiated left-hand side at a non-variable position.
Our critical peaks capture more information than the standard critical pairs: Besides the pair,
they contain the peak term and its overlap position. Furthermore, each element of the pair is
augmented with the condition that must be fulfilled for enabling the reduction step down from the
peak term, and with a bit indicating whether the rule appliedwas a non-constructor rule or not.

Definition 4.1 (Critical Peak)
If the left-hand side of a rulel0=r0←−C0 and
the subterm at non-variable (i.e.l1/p /∈ V) position p∈ POS (l1)
of the left-hand side of a rulel1=r1←−C1

(assumingV (l0=r0←−C0)∩V (l1=r1←−C1) = /0 w.l.o.g.17) are unifiable by

σ = mgu( {(l0, l1/p)}, V (l0=r0←−C0, l1=r1←−C1)),

if (for i≺2) Λi =

{

0 if l i ∈ T (cons,VSIG⊎VC )
1 otherwise

}

,

and if the resulting critical pair is non-trivial (i.e.l1[ p← r0 ]σ 6= r1σ), then
(

(l1[ p← r0 ], C0, Λ0), (r1, C1, Λ1), l1, σ, p
)

is a (non-trivial)critical peak (of the form(Λ0,Λ1)) consisting of the conditional critical pair, its
peak terml1, the most general unifierσ, and the overlap positionp.

For convenience we usually identify this critical peak withits instantiated version
(

(l1[ p← r0 ]σ, C0σ, Λ0), (r1σ, C1σ, Λ1), l1σ, p
)

which should not lead to confusion because the tuple is shorter.

The set of all critical peaks of a CRS R is denoted by CP(R).

Example 4.2 (continuing Example 2.3)
CP(R2.3) contains two critical peaks, namely (in the instantiated version)
(

(true,(x=y),1), (mbp(x, l),(x6=y),1), mbp(x,cons(y, l)), /0
)

and
(

(mbp(x, l),(x6=y),1), (true,(x=y),1), mbp(x,cons(y, l)), /0
)

which we would (partially) display as

mbp(x,cons(y, l)) > mbp(x, l) mbp(x,cons(y, l)) > true

true
∨
..., /0

mbp(x, l)
∨
..., /0

Note that we omit the position at the arrow to the right because it is always /0. Furthermore,
note that the two critical peaks are different although theylook similar. Namely, the one is the
symmetric overlay (cf. below) of the other.

17To achieve this, letξ ∈ S UB (V,V) be a bijection with ξ[V (l0=r0←−C0)]∩V (l1=r1←−C1) = /0 and then
replacel0=r0←−C0 with (l0=r0←−C0)ξ.
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5 Basic Forms of Joinability of Critical Peaks

A critical peak

((t0,D0,Λ0), (t1,D1,Λ1), t̂, σ, p)

is joinable w.r.t.R,X (for X⊆V) if ∀ϕ∈S UB (V,T (X)).
(

((D0D1)σϕ fulfilled w.r.t.−→R,X)⇒ t0σϕ↓R,X t1σϕ
)

.

It is anoverlay if p= /0. It is anon-overlay if p 6= /0.
It is overlay joinable w.r.t.R,X if it is joinable w.r.t. R,X and is an overlay.

In the following two definitions ‘true’ and ‘false’ denote two arbitrary irreducible ground terms.
Their special names have only been chosen to make clear the intuition behind.

The above critical peak iscomplementary w.r.t.R,X if












∃u,v∈T . ∃i≺2.

(

(u=v) occurs inDiσ
∧ (u6=v) occurs inD1−iσ

)

∨ ∃p∈T . ∃true, false∈G T \dom(−→R,X). ∃i≺2.





(p=true) occurs inDiσ
∧ (p=false) occurs inD1−iσ
∧ true 6= false

















.

It is weakly complementary w.r.t.R,X if












∃u,v∈T .

(

(u=v) and
(u6=v) occur in(D0D1)σ

)

∨ ∃p∈T . ∃true, false∈G T \dom(−→R,X).





(p=true) and
(p=false) occur in(D0D1)σ

∧ true 6= false

















.

It is strongly joinable w.r.t.R,X if ∀ϕ∈S UB (V,T (X)).
(

((D0D1)σϕ fulfilled w.r.t.−→R,X)⇒ t0σϕ�
R,X

t1σϕ
)

.

In the following definition ‘A’ is an arbitrary function from positions to sets of terms.

The above critical peak is⊲-weakly joinable w.r.t.R,X [besides A] if ∀ϕ∈S UB (V,T (X)).
























(D0D1)σϕ fulfilled w.r.t.−→R,X

∧ ∀u.
(

u⊳ t̂σϕ ⇒ −→R,X is confluent belowu
)

∧ ∀x∈V. xϕ 6∈dom(−→R,X)

∧
(

p 6= /0 ⇒ ∀x∈V (t̂). xσϕ 6∈dom(−→R,X)
)

[

∧ t̂σϕ 6∈A(p)
]













⇒ t0σϕ↓R,X t1σϕ













.

Note that⊲-weak joinability adds several useful features to the single condition of joinability,
forming a conjunctive condition list. The first new feature allows to assume confluence below
all terms that are strictly smaller than the peak term. The following features allow us to assume
some irreducibilities for the joinability test, where the optional one is an interface that is to be
specified by the confluence criteria using it, cf. our theorems 14.2 and 14.4. For a demonstration
of the usefulness of these additional features cf. Example 14.3.

Lemma 5.1 (Joinability of Critical Peaks is Necessary for Confluence)
If −→R,X is confluent, then all critical peaks inCP(R) are joinable w.r.t.R,X.
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6 Basic Forms of Shallow and Level Joinability

Just like confluence and strong confluence, also level and shallow confluence have their corre-
sponding joinability notion. Sorry to say, they are pretty complicated, however.

Definition 6.1 ( 0-Shallow Joinable /ω-Shallow Joinable )
Let α ∈ {0,ω}. Let β� ω+α. Let s∈ T . A critical peak((t0,D0,Λ0), (t1,D1,Λ1), t̂, σ, p)
is α-shallow joinable up toβ and s w.r.t.R,X and⊳ [besides A] if
∀ϕ∈S UB (V,T (X)). ∀n0,n1≺ ω.



































































(

n0+αn1, t̂σϕ
)

≺⊳
(

β, s
)

∧ ∀i ≺ 2.





(

α=0 ⇒ Λi =0≺ni
)

∧
(

α=ω ⇒ Λi�ni
)

∧ Diσϕ fulfilled w.r.t.−→
R,X,α+(ni −̇1)





∧ ∀
(

δ, s′
)

≺⊳
(

n0+αn1, t̂σϕ
)

.

(

R,X is α-shallow confluent
up toδ ands′ in ⊳

)

∧ ∀x∈V. xϕ 6∈dom(−→R,X,α+min{n0,n1}
)

∧
(

p 6= /0 ⇒ ∀x∈V (t̂). xσϕ 6∈dom(−→R,X,α+min{n0,n1}
)
)

[

∧ t̂σϕ 6∈A(p,min{n0,n1})
]































⇒
(

t0σϕ ∗
−→R,X,α+n1

◦
∗
←−R,X,α+n0

t1σϕ
)





































.

It is calledα-shallow joinable up toβ w.r.t. R,X and⊳ [besides A] if
it is α-shallow joinable up toβ andsw.r.t. R,X and⊳ [besidesA] for all s∈ T .

It is calledα-shallow joinable w.r.t.R,X and⊳ [besides A] if
it is α-shallow joinable up toω+α w.r.t. R,X and⊳ [besidesA].

When⊳ is not specified, we tacitly assume it to be⊳ST.

Definition 6.2 (ω-Level Joinable)
Let β� ω. Let s∈ T . A critical peak((t0,D0,Λ0), (t1,D1,Λ1), t̂, σ, p)
is ω-level joinable up toβ and s w.r.t.R,X and⊳ [besides A] if
∀ϕ∈S UB (V,T (X)). ∀n0,n1≺ ω.


























































(

max{n0,n1}, t̂σϕ
)

≺⊳
(

β, s
)

∧ ∀i ≺ 2.

(

Λi � ni

∧ Diσϕ fulfilled w.r.t.−→R,X,ω+(ni −̇1)

)

∧ ∀
(

δ, s′
)

≺⊳
(

max{n0,n1}, t̂σϕ
)

.

(

R,X is ω-level confluent
up toδ ands′ in ⊳

)

∧ ∀x∈V. xϕ 6∈dom(−→R,X,ω+max{n0,n1}
)

∧
(

p 6= /0 ⇒ ∀x∈V (t̂). xσϕ 6∈dom(−→R,X,ω+max{n0,n1}
)
)

[

∧ t̂σϕ 6∈A(p,max{n0,n1})
]



























⇒
(

t0σϕ↓R,X,ω+max{n0,n1}
t1σϕ

)

































.

It is calledω-level joinable up toβ w.r.t. R,X and⊳ [besides A] if
it is ω-level joinable up toβ andsw.r.t. R,X and⊳ [besidesA] for all s∈ T .

It is calledω-level joinable w.r.t.R,X and⊳ [besides A] if
it is ω-level joinable up toω w.r.t. R,X and⊳ [besidesA].

When⊳ is not specified, we tacitly assume it to be⊳ST.
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Please notice the generic structure of these and the following definitions that makes them ac-
tually less complicated than they look like. While the conclusions of their implications should
be clear, the elements of their conjunctive condition listshave the following purposes: The first
just parameterizes the notion inβ and s. The second requires the appropriate fulfilledness of
the conditions of the critical peak, whereΛi�ni allows us to assume 1�ni when the term
ti is generated by a non-constructor rule which is important since otherwise the conclusion is
very unlikely to be fulfilled, cf. also below. The third allows us to assume a certain confluence
property which can be applied when checking the fulfilledness of the conditions. E.g., this con-
dition sometimes implies that the fulfilledness assumptions of the second element for “i =0” and
“ i =1” are contradictory. An example for this are the critical peaks of Example 4.2 which are
both ω-level andω-shallow confluent since the condition list can never be fulfilled. But how
do we know that? Suppose that(x=y)ϕ is fulfilled w.r.t. −→

R,X,ω+(n0−̇1)
and that (x6=y)ϕ is

fulfilled w.r.t. −→
R,X,ω+(n1−̇1)

. Then there are ˆu, v̂ ∈ G T (cons) such that xϕ↓
R,X,ω+(n0−̇1)

yϕ and

xϕ ∗
−→R,X,ω+(n1−̇1)

û∤↓
R,X,ω+(n1−̇1)

v̂
∗
←−R,X,ω+(n1−̇1)

yϕ. By x,y∈VC we get xϕ,yϕ∈T (cons,VC ) and

thus by Lemma 2.10 we getxϕ↓R,X,ωyϕ and xϕ ∗
−→R,X,ωû∤↓

R,X,ω
v̂
∗
←−R,X,ωyϕ. This contradicts

confluence of−→R,X,ω and then by Corollary 3.9 it also contradictsω-level andω-shallow con-
fluence up to 0. However, we are allowed to assume this since weknow 0≺max{n0,n1} and
0≺ n0+ωn1 due to Λ0=Λ1=1 (andΛi�ni). A more general argumentation of this kind proves
theorems 13.3, 13.4, and 15.3, which are confluence criteriafor rule systems with complementary
critical peaks. Finally, the following items in the conjunctive condition lists allow us to assume
some irreducibilities similar to those for⊲-weak joinability but less powerful.

Lemma 6.3 (α-Shallow Joinability is Necessary forα-Shallow Confluence)
Let α ∈ {0,ω}. If R,X is α-shallow confluent [up toβ [and s in⊳]], then
all critical peaks inCP(R) areα-shallow joinable [up toβ [and s]] w.r.t. R,X [[and ⊳]].

Lemma 6.4 (ω-Level Joinability is Necessary forω-Level Confluence)
If R,X is ω-level confluent [up toβ [and s in⊳]], then
all critical peaks inCP(R) areω-level joinable [up toβ [and s]] w.r.t. R,X [[and ⊳]].
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7 Sophisticated Forms of Shallow Joinability

For a first reading this section should only be skimmed and itsdefinitions looked up by need. At
least§ 12 should be read before.18

The ω-shallow joinability notions of this section are only necessary for understanding the
sophisticated Theorem 13.6 and its interrelation with the examples in the following sections, but
not for the important practical consequence of this theorem, namely Theorem 13.3, which is easy
to understand and sufficient for many practical applications. The 0-shallow joinability notions are
needed for Theorem 15.1 only.

The following notion will be applied for non-overlays of theforms (1,0) and(1,1) for “α=ω”
and of the form(0,0) for “α=0”:

Definition 7.1 ( 0-Shallow Parallel Closed /ω-Shallow Parallel Closed )
Let α ∈ {0,ω}. Let β � ω+α. A critical peak ((t0,D0,Λ0), (t1,D1,Λ1), t̂, p) is α-shallow
parallel closed up toβ w.r.t. R,X if ∀ϕ∈S UB (V,T (X)). ∀n0,n1≺ ω.











































0≺n0�n1

∧ n0+αn1� β

∧ ∀i ≺ 2.





(

α=0 ⇒ Λi =0≺ni
)

∧
(

α=ω ⇒ Λi�ni
)

∧ Diϕ fulfilled w.r.t.−→
R,X,α+(ni −̇1)





∧ ∀δ≺n0+αn1. R,X is α-shallow confluent up toδ

















⇒

(

(

n1=0 ⇒ t0ϕ−→q R,X,αt1ϕ
)

∧ t0ϕ−→q R,X,α+n1
◦
∗
−→

R,X,α+(n1−̇1)
◦
∗
←−R,X,αt1ϕ

)



























.

It is calledα-shallow parallel closed w.r.t.R,X if
it is α-shallow parallel closed up toω+α w.r.t. R,X.

The following notion will be applied for critical peaks of the forms(0,1) and(1,1) for “α=ω”
and of the form(0,0) for “α=0”:

Definition 7.2 ( 0-Shallow / ω-Shallow [Noisy] Parallel Joinable)
Let α ∈ {0,ω}. Let β � ω+α. A critical peak ((t0,D0,Λ0), (t1,D1,Λ1), t̂, p) is α-shallow
[noisy] parallel joinable up toβ w.r.t. R,X if ∀ϕ∈S UB (V,T (X)). ∀n0,n1≺ ω.







































n0�n1≻0
∧ n0+αn1� β

∧ ∀i ≺ 2.





(

α=0 ⇒ Λi =0≺ni
)

∧
(

α=ω ⇒ Λi�ni
)

∧ Diϕ fulfilled w.r.t.−→
R,X,α+(ni −̇1)





∧ ∀δ≺n0+αn1. R,X is α-shallow confluent up toδ

















⇒ t0ϕ−→q R,X,α+n1
◦
∗
−→

R,X,α[+(n1−̇1)]
◦
∗
←−R,X,α+n0

t1ϕ























.

It is calledα-shallow[noisy] parallel joinable w.r.t.R,X if
it is α-shallow [noisy] parallel joinable up toω+α w.r.t. R,X.

18We put this section here because we do not want to scatter our later discussion with a big definition section and
because we do not want to use the (for a first reading not essential) joinability labels in the boxes of the examples in
the following sections before defining them.
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Note thatα-shallow parallel closedness specializes to the standard definition of parallel closed-
ness of Huet (1980) for the case that all symbols are considered to be non-constructor symbols in
case ofα=ω (or else constructor symbols in case ofα=0) and the rule system is unconditional
(since then−→R,X,α = /0 and−→R,X,α+1 =−→R,X ). Similarly, α-shallow parallel joinability special-
izes for these cases to the joinability required for overlays in Toyama (1988). Moreover, note
that the notions whose names end with “closed” are always restricted to “0≺n0�n1”, whereas
those whose names end with “joinable” are always restrictedto “n0�n1≻0”. Finally, note that
some notions have “noisy” variants which are weaker since they allow some “noise”, i.e. some
reduction on a smaller depth than the preceding reduction step.19

The following notion will be applied for non-overlays of theforms (1,0) and(1,1) for “α=ω”
and of the form(0,0) for “α=0”:

Definition 7.3 ( 0-Shallow / ω-Shallow [Noisy] Anti-Closed )
Let α ∈ {0,ω}. Let β � ω+α. A critical peak ((t0,D0,Λ0), (t1,D1,Λ1), t̂, p) is α-shallow
[noisy] anti-closed up toβ w.r.t. R,X if ∀ϕ∈S UB (V,T (X)). ∀n0,n1≺ ω.













































0≺n0�n1

∧ n0+αn1� β

∧ ∀i ≺ 2.





(

α=0 ⇒ Λi =0≺ni
)

∧
(

α=ω ⇒ Λi�ni
)

∧ Diϕ fulfilled w.r.t.−→R,X,α+(ni −̇1)





∧ ∀δ≺n0+αn1. R,X is α-shallow confluent up toδ

















⇒





(

n1=0 ⇒ t0ϕ ∗
−→R,X,α ◦

∗
←−

R,X,α[+(n0−̇1)]
◦

=
←−R,X,α+n0

t1ϕ
)

∧ t0ϕ ∗
−→R,X,α+n1

◦
∗
←−

R,X,α[+(n0−̇1)]
◦

=
←−R,X,α+n0

◦
∗
←−R,X,αt1ϕ

































.

It is calledα-shallow[noisy] anti-closed w.r.t.R,X if
it is α-shallow [noisy] anti-closed up toω+α w.r.t. R,X.

The following notion will be applied for critical peaks of the form (0,1) and(1,1) for “α=ω”
and of the form(0,0) for “α=0”:

Definition 7.4 ( 0-Shallow / ω-Shallow [Noisy] Strongly Joinable )
Let α ∈ {0,ω}. Let β � ω+α. A critical peak ((t0,D0,Λ0), (t1,D1,Λ1), t̂, p) is α-shallow
[noisy] strongly joinable up toβ w.r.t. R,X if ∀ϕ∈S UB (V,T (X)). ∀n0,n1≺ ω.













































n0�n1≻0
∧ n0+αn1� β

∧ ∀i ≺ 2.





(

α=0 ⇒ Λi =0≺ni
)

∧
(

α=ω ⇒ Λi�ni
)

∧ Diϕ fulfilled w.r.t.−→R,X,α+(ni −̇1)





∧ ∀δ≺n0+αn1. R,X is α-shallow confluent up toδ

















⇒

(

(

n0=0 ⇒ t0ϕ =
−→R,X,α+n1

◦
∗
−→

R,X,α[+(n1−̇1)]
◦
∗
←−R,X,αt1ϕ

)

∧ t0ϕ ∗
−→R,X,α ◦

=
−→R,X,α+n1

◦
∗
−→

R,X,α[+(n1−̇1)]
◦
∗
←−R,X,α+n0

t1ϕ

)





























.

It is calledα-shallow[noisy] strongly joinable w.r.t.R,X if
it is α-shallow [noisy] strongly joinable up toω+α w.r.t. R,X.

19The name for the notion was inspired by Oostrom (1994a).
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The following notion will be applied for non-overlays of theforms(1,0) and(1,1):

Definition 7.5 (ω-Shallow Closed)
Let β� ω+ω. A critical peak ((t0,D0,Λ0), (t1,D1,Λ1), t̂, p) is ω-shallow closed up toβ w.r.t.
R,X if ∀ϕ∈S UB (V,T (X)). ∀n0,n1≺ ω.





































0≺n0�n1

∧ n0+ωn1� β

∧ ∀i ≺ 2.

(

Λi � ni

∧ Diϕ fulfilled w.r.t.−→R,X,ω+(ni −̇1)

)

∧ ∀δ≺n0+ωn1. R,X is ω-shallow confluent up toδ













⇒

(

(

n1=0 ⇒ t0ϕ =
−→R,X,ω ◦

∗
←−R,X,ωt1ϕ

)

∧ t0ϕ =
−→R,X,ω+n1

◦
∗
−→

R,X,ω+(n1−̇1)
◦
∗
←−R,X,ωt1ϕ

)

























.

It is calledω-shallow closed w.r.t.R,X if
it is ω-shallow closed up toω+ω w.r.t. R,X.

The following notion will be applied for critical peaks of the forms(0,1) and(1,1):

Definition 7.6 (ω-Shallow [Noisy] Weak Parallel Joinable)
Let β�ω+ω. A critical peak ((t0,D0,Λ0), (t1,D1,Λ1), t̂, p) is ω-shallow[noisy] weak parallel
joinable up toβ w.r.t. R,X if ∀ϕ∈S UB (V,T (X)). ∀n0,n1≺ ω.































n0�n1≻0
∧ n0+ωn1� β

∧ ∀i ≺ 2.

(

Λi � ni

∧ Diϕ fulfilled w.r.t.−→R,X,ω+(ni −̇1)

)

∧ ∀δ≺n0+ωn1. R,X is ω-shallow confluent up toδ













⇒ t0ϕ ∗
−→R,X,ω ◦−→q R,X,ω+n1

◦
∗
−→

R,X,ω[+(n1−̇1)]
◦
∗
←−R,X,ω+n0

t1ϕ



















.

It is calledω-shallow[noisy] weak parallel joinable w.r.t.R,X if
it is ω-shallow [noisy] weak parallel joinable up toω+ω w.r.t. R,X.

The following are corollaries of Corollary 2.14:

Corollary 7.7 Let α ∈ {0,ω}. Now w.r.t.R,X the following holds:
If a critical peak isω-shallow[noisy] parallel joinable up toβ� ω+ω,
then it isω-shallow[noisy] weak parallel joinable up toβ.
If a critical peak isω-shallow[noisy] strongly joinable up toβ� ω+ω,
then it isω-shallow[noisy] weak parallel joinable up toβ.
If a critical peak isα-shallow[noisy] strongly joinable up toβ� ω,
then it isα-shallow[noisy] parallel joinable up toβ.

Corollary 7.8 Let α ∈ {0,ω}. Letβ� ω+α. Now w.r.t.R,X the following holds:
If a critical peak isα-shallow parallel closed or (forα=ω) α-shallow closed up toβ, then it is
α-shallow[noisy] anti-closed up toβ.



2
1

Overview over sophisticated forms ofω-Shallow . . . of ((t0,D0,Λ0), (t1,D1,Λ1), t̂, p)

Generally assumed condition forϕ∈ S UB (V,T (X)); n0,n1≺ω:







“Property 1” ∧ n0+ωn1� β
∧ ∀i ≺ 2.

(

Λi � ni ∧ Diϕ fulfilled w.r.t.−→
R,X,ω+(ni −̇1)

)

∧ ∀δ≺n0+ωn1. R,X is ω-shallow confluent up toδ







Required conclusion (P := Parallel; C := Closed; N := Noisy; J:= Joinable; W := Weak; A := Anti-; S := Strongly):

Property 1 := . . . 0≺ n0� n1 n0� n1≻ 0
In case of . . . n1 = 0 n1≻ 0

t1ϕ

PC

t0ϕ ‖
ω

> ◦

w

w

w

w

w

w

t1ϕ

PC

t0ϕ ‖
ω+n1

> ◦
∗

ω+(n1−̇1)
> ◦

∗
∨

ω

t1ϕ

[N]PJ

t0ϕ ‖
ω+n1

> ◦
∗

ω[+(n1−̇1)]
> ◦

∗
∨

ω+n0

t1ϕ

C

t0ϕ
=

ω
> ◦

∗
∨

ω

t1ϕ

C

t0ϕ
=

ω+n1
> ◦

∗
ω+(n1−̇1)

> ◦

∗
∨

ω

t1ϕ

[N]WPJ

t0ϕ
∗
ω

> ◦ ‖
ω+n1

> ◦
∗

ω[+(n1−̇1)]
> ◦

∗
∨

ω+n0

t1ϕ

[N]AC ◦

=

∨
ω+n0

t0ϕ
∗
ω

> ◦

∗
∨

ω[+(n0−̇1)]

t1ϕ

◦

∗
∨

ω

[N]AC

◦

=

∨
ω+n0

t0ϕ
∗

ω+n1
> ◦

∗
∨

ω[+(n0−̇1)]

t1ϕ

[N]SJ

t0ϕ
∗

(n0 6=0)ω
> ◦

=

ω+n1
> ◦

∗
ω[+(n1−̇1)]

> ◦

∗
∨

ω+n0
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8 Sophisticated Forms of Level Joinability

For a first reading this section should only be skimmed and itsdefinitions looked up by need. At
least§ 7 should be read before.

This section is only necessary for understanding the sophisticated Theorem 13.9 and its interrela-
tion with the examples in the following sections, but not forthe easy to understand consequence
of this theorem, namely Theorem 13.4.

Having completed our special notions for shallow confluence, we now present some for level
confluence.

The following notion will be applied for non-overlays of theform (1,1):

Definition 8.1 (ω-Level Parallel Closed)
Let β� ω. A critical peak ((t0,D0,Λ0), (t1,D1,Λ1), t̂, p) is
ω-level parallel closed up toβ w.r.t. R,X if
∀ϕ∈S UB (V,T (X)). ∀n≺ ω.





































0≺n
∧ n� β

∧ ∀i ≺ 2.

(

Λi � n
∧ Diϕ fulfilled w.r.t.−→

R,X,ω+(n−̇1)

)

∧ ∀δ≺n. R,X is ω-level confluent up toδ
∧ R,X is ω-shallow confluent up toω

















⇒ t0ϕ−→q R,X,ω+n◦
∗
−→R,X,ω ◦

∗
←−R,X,ωt1ϕ





















.

It is calledω-level parallel closed w.r.t.R,X if
it is ω-level parallel closed up toω w.r.t. R,X.

The following notion will be applied for critical peaks of the form(1,1):

Definition 8.2 (ω-Level Parallel Joinable)
Let β� ω. A critical peak ((t0,D0,Λ0), (t1,D1,Λ1), t̂, p) is
ω-level parallel joinable up toβ w.r.t. R,X if
∀ϕ∈S UB (V,T (X)). ∀n≺ ω.





































n≻0
∧ n� β

∧ ∀i ≺ 2.

(

Λi � n
∧ Diϕ fulfilled w.r.t.−→R,X,ω+(n−̇1)

)

∧ ∀δ≺n. R,X is ω-level confluent up toδ
∧ R,X is ω-shallow confluent up toω

















⇒ t0ϕ−→q R,X,ω+n ◦
∗
−→R,X,ω ◦

∗
←−R,X,ω+nt1ϕ





















.

It is calledω-level parallel joinable w.r.t.R,X if
it is ω-level parallel joinable up toω w.r.t. R,X.
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The following notion will be applied for non-overlays of theform (1,1):

Definition 8.3 (ω-Level Anti-Closed)
Let β� ω. A critical peak ((t0,D0,Λ0), (t1,D1,Λ1), t̂, p)
is ω-level anti-closed up toβ w.r.t. R,X if
∀ϕ∈S UB (V,T (X)). ∀n≺ ω.





































0≺n
∧ n� β

∧ ∀i ≺ 2.

(

Λi � n
∧ Diϕ fulfilled w.r.t.−→R,X,ω+(n−̇1)

)

∧ ∀δ≺n. R,X is ω-level confluent up toδ
∧ R,X is ω-shallow confluent up toω

















⇒ t0ϕ ∗
−→R,X,ω+n ◦

∗
←−R,X,ω◦

=
←−R,X,ω+n◦

∗
←−R,X,ωt1ϕ





















.

It is calledω-level anti-closed w.r.t.R,X if
it is ω-level anti-closed up toω w.r.t. R,X.

The following notion will be applied for critical peaks of the form(1,1):

Definition 8.4 (ω-Level Strongly Joinable)
Let β� ω. A critical peak ((t0,D0,Λ0), (t1,D1,Λ1), t̂, p)
is ω-level strongly joinable up toβ w.r.t. R,X if
∀ϕ∈S UB (V,T (X)). ∀n≺ ω.





































n≻0
∧ n� β

∧ ∀i ≺ 2.

(

Λi � n
∧ Diϕ fulfilled w.r.t.−→

R,X,ω+(n−̇1)

)

∧ ∀δ≺n. R,X is ω-level confluent up toδ
∧ R,X is ω-shallow confluent up toω

















⇒ t0ϕ ∗
−→R,X,ω◦

=
−→R,X,ω+n◦

∗
−→R,X,ω ◦

∗
←−R,X,ω+nt1ϕ





















.

It is calledω-level strongly joinable w.r.t.R,X if
it is ω-level strongly joinable up toω w.r.t. R,X.
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The following notion will be applied for non-overlays of theform (1,1):

Definition 8.5 (ω-Level Closed)
Let β� ω. A critical peak ((t0,D0,Λ0), (t1,D1,Λ1), t̂, p)
is ω-level closed up toβ w.r.t. R,X if
∀ϕ∈S UB (V,T (X)). ∀n≺ ω.





































0≺n
∧ n� β

∧ ∀i ≺ 2.

(

Λi � n
∧ Diϕ fulfilled w.r.t.−→R,X,ω+(n−̇1)

)

∧ ∀δ≺n. R,X is ω-level confluent up toδ
∧ R,X is ω-shallow confluent up toω

















⇒ t0ϕ =
−→R,X,ω+n◦

∗
−→R,X,ω ◦

∗
←−R,X,ωt1ϕ





















.

It is calledω-level closed w.r.t.R,X if
it is ω-level closed up toω w.r.t. R,X.

The following notion will be applied for critical peaks of the form(1,1):

Definition 8.6 (ω-Level Weak Parallel Joinable)
Let β� ω. A critical peak ((t0,D0,Λ0), (t1,D1,Λ1), t̂, p)
is ω-level weak parallel joinable up toβ w.r.t. R,X if
∀ϕ∈S UB (V,T (X)). ∀n≺ ω.





































n≻0
∧ n� β

∧ ∀i ≺ 2.

(

Λi � n
∧ Diϕ fulfilled w.r.t.−→

R,X,ω+(n−̇1)

)

∧ ∀δ≺n. R,X is ω-level confluent up toδ
∧ R,X is ω-shallow confluent up toω

















⇒ t0ϕ ∗
−→R,X,ω ◦−→q R,X,ω+n◦

∗
−→R,X,ω ◦

∗
←−R,X,ω+nt1ϕ





















.

It is calledω-level weak parallel joinable w.r.t.R,X if
it is ω-level weak parallel joinable up toω w.r.t. R,X.
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5

Overview over sophisticated forms ofω-Level . . . of ((t0,D0,Λ0), (t1,D1,Λ1), t̂, p)

Generally assumed condition forϕ∈ S UB (V,T (X)); n≺ω:









0≺n ∧ n� β
∧ ∀i ≺ 2.

(

Λi � n ∧ Diϕ fulfilled w.r.t.−→R,X,ω+(n−̇1)

)

∧ ∀δ≺n. R,X is ω-level confluent up toδ
∧ R,X is ω-shallow confluent up toω









Required conclusion (P := Parallel; C := Closed; J := Joinable; W := Weak; A := Anti-; S := Strongly):

t1ϕ

PC

t0ϕ ‖
ω+n

> ◦
∗
ω

> ◦

∗
∨

ω

t1ϕ

PJ

t0ϕ ‖
ω+n

> ◦
∗
ω

> ◦

∗
∨

ω+n

t1ϕ

C

t0ϕ
=

ω+n
> ◦

∗
ω

> ◦

∗
∨

ω

t1ϕ

WPJ

t0ϕ
∗
ω

> ◦ ‖
ω+n

> ◦
∗
ω

> ◦

∗
∨

ω+n

t1ϕ

◦

∗
∨

ω

AC

◦

=

∨
ω+n

t0ϕ
∗

ω+n
> ◦

∗
∨

ω

t1ϕ

SJ

t0ϕ
∗
ω

> ◦
=

ω+n
> ◦

∗
ω

> ◦

∗
∨

ω+n
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9 Quasi Overlay Joinability

According to Theorem 4 of Dershowitz &al. (1988), a terminating positive conditional rule sys-
tem is confluent if it is overlay joinable. The remainder of this section is only relevant for Theo-
rem 14.7 and even this can be applied without knowing about⊲-quasi overlay joinability when
one just knows:

Lemma 9.1 ( Overlay Joinable⇒ ⊲-Quasi Overlay Joinable )
W.r.t.R,X the following holds for each critical peak:
If it is overlay joinable, then it is⊲-quasi overlay joinable.

In Wirth & Gramlich (1994a) we introduced the following definition:
A critical peak((t0,D0,Λ0), (t1,D1,Λ1), t̂, σ, p) is quasi overlay joinable w.r.t.R,X if

∀ϕ∈S UB (V,T (X)).





(

(D0D1)σϕ fulfilled w.r.t.−→R,X

)

⇒

(

t1σϕ= t0σϕ[ p← t1σϕ/p]
∧ (t0/p)σϕ ↓R,X t1σϕ/p (←−R,X ∪⊳ST)

+ (t̂/p)σϕ

)



.

This notion of quasi overlay joinability, however, has turned out to produce a wondrous effect in
case that for some critical peak, w.l.o.g. say

((l1[ p← r0 ],C0,Λ0), (r1,C1,Λ1), l1, σ, p )
generated by two rules((l0, r0),C0), ((l1, r1),C1) (with w.l.o.g. no variables in common) due to
σ=mgu({(l0, l1/p)},Y) for Y:=V (((l0, r0),C0),((l1, r1),C1)), and for someϕ∈ S UB (V,T (X))
with (C0C1)σϕ fulfilled w.r.t. −→R,X , there is somep′ ∈ POS (l1)\{p} with l1/p′ 6∈V and
l0σϕ=(l1/p′)σϕ; i.e. the left-hand side of the rule((l0, r0),C0) occurs a second time in the
instantiated peak term (or superposition term) at a non-variable positionp′. In this case due to
l0σϕ=(l1/p′)σϕ there areσ′=mgu({(l0, l1/p′)},Y) andϕ′ ∈ S UB (V,T (X)) with Y↿(σ′ϕ′)=

Y↿(σϕ) and then (unlessl1[ p′← r0 ]σ′= r1σ′) we get another critical peak
((l1[ p′← r0 ],C0,Λ0), (r1,C1,Λ1), l1, σ′, p′ ).

Now (since (C0C1)σ′ϕ′ = (C0C1)σϕ is fulfilled w.r.t. −→R,X ), if both critical peaks are quasi
overlay joinable, then we get by the first conclusion in the above definition:

r1σϕ = l1[ p← r0 ] σϕ [ p← r1σϕ/p] ;
r1σ′ϕ′ = l1[ p′← r0 ]σ′ϕ′[ p′← r1σ′ϕ′/p′ ]

(unlessl1[ p′← r0 ]σ′ϕ′= r1σ′ϕ′). Simplified, this means:
r1σϕ = l1σϕ[ p← r1σϕ/p] ;
r1σϕ = l1σϕ[ p′← r1σϕ/p′ ]

(unlessr1σϕ= l1σϕ[ p′← r0σϕ ]). Thus, in any case, we get
l1σϕ[ p← . . . ]= r1σϕ= l1σϕ[ p′← . . . ].

Since (due top 6= p′ and(l1/p′)σϕ= l0σϕ=(l1/p)σϕ) we have p′ ‖ p, this has the wondrous
result

l1σϕ= r1σϕ. (!)

Using the second conclusion of the quasi overlay joinability we get
l1σϕ/p= r1σϕ/p (←−∪⊳ST)

+ (l1/p)σϕ which implies

l0σϕ (←−∪⊳ST)
+ l0σϕ. (!!)

Since both results (!) and (!!) are absurd for a property which is only to be used for a noethe-
rian reduction relation−→R,X , we now generalize our notion of quasi overlay joinability.
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Definition 9.2 (⊲-Quasi Overlay Joinability)
A critical peak((t0,D0,Λ0), (t1,D1,Λ1), t̂, σ, p) is⊲-quasi overlay joinable w.r.t.R,X if
∀ϕ∈S UB (V,T (X)). ∀∆.










































(D0D1)σϕ fulfilled w.r.t.−→R,X

∧ ∆={ p′∈POS (t̂)\{p} | t̂/p′ 6∈V ∧ (t̂/p′)σϕ=(t̂/p)σϕ }
∧ ∀w(←−R,X∪⊳)+ (t̂/p)σϕ. −→R,X is confluent beloww
∧ ∀p′′∈POS ((t̂/p)σϕ)\{ /0}. (t̂/p)σϕ/p′′ 6∈dom(−→R,X )









⇒ ∃n̄∈N. ∃p̄. ∃ū.



















p̄ : {0, . . . , n̄−1}→ N∗

∧ ū : {0, . . . , n̄}→ T

∧ t0[ p′← t0/p | p′∈∆ ]σϕ ∗
−→R,X ūn̄

∧ ∀i≺ n̄.

(

ūi+1= ūi[ p̄i ← ūi+1/p̄i ]

∧ ūi+1/p̄i
∗
←−R,X ūi/p̄i (←−R,X∪⊳)+ (t̂/p)σϕ

)

∧ ū0= t1σϕ





















































.

Forϕ ∈ S UB (V,T (X)) and∆⊆ POS (t̂)\{ /0} with (D0D1)σϕ fulfilled w.r.t.−→R,X and ∀p′∈∆.
( t̂/p′ 6∈V ∧ (t̂/p′)σϕ=(t̂/p)σϕ ) the critical peak, the further reduction of its left part, and the
required joinability after this reduction can be depicted as follows:20

t̂σϕ > t1σϕ

ū0

w

w

w

w

w

ū0/p̄0 (←−∪⊳)+ (t̂/p)σϕ

t0σϕ
∨

ω+ω, p

ū0[ p̄0← ū1/p̄0 ]

∗
∨

ū1/p̄0

∗
∨

t0[ p′← t̂/p | p′∈∆ ]σϕ

w

w

w

w

w

ū1

w

w

w

w

w

ū1/p̄1 (←−∪⊳)+ (t̂/p)σϕ
...

...
...

...

ūn̄−1 ūn̄−1/p̄n̄−1 (←−∪⊳)+ (t̂/p)σϕ

ūn̄−1[ p̄n̄−1← ūn̄/p̄n̄−1 ]

∗
∨

ūn̄/p̄n̄−1

∗
∨

t0[ p′← t0/p | p′∈∆ ]σϕ

==

∨

ω+ω,∆

∗
> ūn̄

w

w

w

w

w

20It should be noted that the fact that the parallel reduction can be restricted not only to non-variable positions
of t̂ but also to the same identical redex(t̂/p)σϕ (and the necessity of the analogous restriction in the proof) was
especially brought to our attention by Bernhard Gramlich (cf. Gramlich (1995b)) who already had similar but less
general ideas on the weakening of overlay joinability.
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It is rather easy to see that⊲ST-quasi overlay joinability of a critical peak generalizes the old
notion of quasi overlay joinability:

In case that∆= /0 : For quasi overlay joinability of((t0,D0,Λ0), (t1,D1,Λ1), t̂, σ, p), i.e. for
t1σϕ= t0σϕ[ p← t1σϕ/p]; (t0/p)σϕ ∗

−→R,X w
∗
←−R,X t1σϕ/p(←−R,X ∪⊳ST)

+ (t̂/p)σϕ; we simply
choose ¯n := 1; ū0 := t1σϕ; ū1 := ū0[ p← w]; and get

t0σϕ= t1σϕ[ p← t0σϕ/p]
∗
−→R,X t1σϕ[ p← w]= ū1

and ū1/p=w
∗
←−R,X t1σϕ/p= ū0/p=t1σϕ/p(←−R,X ∪⊳ST)

+ (t̂/p)σϕ.

In case that∆ 6= /0 : ⊲ST-quasi overlay joinability of some critical peak, w.l.o.g.say ((l1[ p← r0 ],C0,Λ0), (r1,C1,
generated by two rules((l0, r0),C0), ((l1, r1),C1) (with w.l.o.g. no variables in common) due to
σ=mgu({(l0, l1/p)},Y) for Y:= V (((l0, r0),C0),((l1, r1),C1)), generalizes quasi overlay join-
ability of the critical peaks resulting from overlapping((l0, r0),C0) into ((l1, r1),C1). While we
are not going to discuss the (then obvious) general case in detail here, the case of∆={p′}
was just discussed before the definition above and we complete this discussion now as follows:
Defining t̂ := l1; t0 := l1[ p← r0 ]; t1 := r1; n̄ := 2; ū0 := t1σϕ; ū1 := ū0[ p← r0σϕ ];
ū2 := ū1[ p′← r0σϕ ]; due to (!) we have

t0[ p′← t0/p | p′∈∆ ]σϕ= l1[ p← r0 ][ p′← r0 ]σϕ= r1σϕ[ p← r0σϕ ][ p′← r0σϕ ]= ū2

and due to (!!) we have ¯u2/p′= ū1/p= r0σϕ←−R,X l0σϕ(←−∪⊳ST)
+ l0σϕ=(t̂/p)σϕ where

by (!) l0σϕ=(l1/p)σϕ= l1σϕ/p= t1σϕ/p= ū0/p
and l0σϕ=(l1/p)σϕ=(l1/p′)σϕ= l1σϕ/p′= t1σϕ/p′= ū0/p′= ū1/p′.
In the case of an arbitrary∆ 6= /0, quasi overlay joinability of any two of the critical peaks involved
implies that the diagram from above then looks the followingway (where ¯n := |{p}∪∆| ):

t̂σϕ ============= t1σϕ

t0[ p′← t0/p | p′∈∆ ]σϕ

==
∨

ω+ω,{p}∪∆

===== ūn̄

==
∨

ω+ω,{p}∪∆



29

That the wondrous results of quasi overlay joinability in the above reported case can be overcome
with the new notion of⊲-quasi overlay joinability can be seen from the following example:

Example 9.3 C := {f,g,a,c}
N := {+}
R9.3 : f(X)=g(X)

a=c

f(X)+ f(X)=a

g(X)+g(X)=c ←− f(X)+ f(X) = c

Now the unconditional version of R9.3 is compatible with the lexicographic path ordering⊲
resulting from the following precedence on function symbols (in decreasing order):f, g, a, c. The
critical peak ((g(X)+ f(X), /0,0), (a, /0,1), f(X)+ f(X), /0, 1 ) cannot be quasi overlay joinable
becausea/1 is undefined. It is, however,⊲-quasi overlay joinable:

f(X)+ f(X)
ω+1, /0

> a a (←−∪⊳)+
f(X)

g(X)+ f(X)
∨

1,1

g(X)+g(X)
∨

1,2

ω+2, /0
> c
∨

1, /0

c
∨

That the∆ in the notion of⊲ST-quasi overlay joinability cannot be restricted to be emptycan be
seen from Example 12.2.
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10 Some Unconditional Examples

Our main goal in this and the following sections is to find confluence criteria that do not depend
on termination arguments but on the structure of the joinability of critical peaks only. Finally
in § 14 we will investigate how termination can strengthen our criteria. Up to then, however,
we are not going to use termination arguments. Instead, we are looking for confluence criteria
of the form “If all critical peaks of a . . . (e.g. normal, left-linear, &c.) rule system are joinable
according to the pattern . . . (e.g. shallow joinable, parallel closed, &c.) then the reduction relation
is confluent.”

First we want to make clear that this approach has its limits.We do this by giving some exam-
ples. To distinguish confluent from non-confluent examples the rule systems of the latter ones are
displayed in a box at the right margin while in a connected boxto the left we list the example’s
crucial properties, concerning joinability structure of their critical peaks, variable occurrence,
condition properties, &c.. The reader should not try to understand the sophisticated joinability
labels in the boxes at a first reading. This is not necessary for understanding the examples. The
sophisticated joinability labels are only needed for§ 13.

In this section we start with some unconditional examples. The first one shows that left-
linearity is essential21:

Example 10.1 (Huet (1980))
No Critical Peaks
Not Left-Linear
Unconditional
Not Terminating

C := {0,s,c,d}
N := {+}

R10.1 : 0=s(0)
X+X=c

X+s(X)=d

There are no critical peaks. Nevertheless,−→R10.1, /0 is not confluent:

c <
ω+1

0+0

0+s(0)
∨

1

ω+1
> d

c

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

<
ω+1

s(0)+s(0)
∨

1

...

w

w

w

w

w

w

w

w

w

...
...

∨

1

...
...

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

21Since this counterexample for confluence is unconditional it must be non-terminating of course. For conditional
systems, however, left-linearity is essential also for terminating systems for joinability of critical peaks to imply
confluence, cf. the transformation described in§ 11 applied to Example 11.3 as described in§ 11.
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Example 10.2
◦

ω+1
> ◦

◦
∨

ω+1

◦
∨

1

=== ◦
∨

1

ω-Level [[Weak] Parallel] Joinable
ω-Level Strongly Joinable
Not ω-Shallow [[Noisy] Parallel] Joinable up to ω
Ground
Unconditional
Not Terminating

C := {a,b,c,d}
N := {f}
R10.2 : a=c

b=d

f(a)= f(b)
f(b)= f(a)

The critical peaks are all of the form(0,1) and can be closed as follows:

f(a)
ω+1

> f(b) f(b)
ω+1

> f(a)

f(a)
∨

ω+1, /0

f(b)
∨

ω+1, /0

f(c)
∨

1,1

=================== f(c)
∨

1,1

f(d)
∨

1,1

=================== f(d)
∨

1,1

However,−→R10.2, /0 is not confluent:

f(c) <
1,1

f(a) ω+1, /0
>

<
ω+1, /0

f(b)
1,1

> f(d)
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Example 10.3 C := {0,s,p}
N := {+}

R10.3 : s(p(X))=X
p(s(X))=X

0+Y=Y
s(X)+Y=s(X+Y)
p(X)+Y=p(X+Y)

The critical peaks are all of the form(0,1) and can be closed as follows:

s(p(X))+Y
ω+1

> s(p(X)+Y) p(s(X))+Y
ω+1

> p(s(X)+Y)

s(p(X+Y))
∨

ω+1,1

p(s(X+Y))
∨

ω+1,1

X+Y
∨

1,1

================== X+Y
∨

1, /0

X+Y
∨

1,1

================== X+Y
∨

1, /0

Since the reduction relation is terminating, we have confluence here. However, note that the
structure of the joinability of the critical peaks is identical to that of Example 10.2 (with the
exception of the positions). Thus, argumentation on the joinability structure of critical peaks
must fail to infer confluence for this example (at least if we do not take positions into account).
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The following example results from Example 10.2 just by changing ‘a’ and ‘b’ into non-constructors.
While Example 10.2 was able to discourage generalizations of Theorem 13.9, by the slight
change the following example is able to discourage generalizations of Theorem 13.6 regarding
the requiredω-shallow parallel closedness (for part (I) of Theorem 13.6), ω-shallow noisy anti-
closedness (for part (II)), orω-shallow closedness (for parts (III) and (IV)) of the non-overlays of
the form(1,1).

Example 10.4
◦

ω+1
> ◦

◦
∨

ω+1

◦
∨

ω+1,1

=== ◦
∨

ω+1

ω-Shallow [[Noisy] [Weak] Parallel] Joinable
ω-Shallow [Noisy] Strongly Joinable
Non-Overlay is Not ω-Shallow [Parallel] Closed
Non-Overlay is Not ω-Shallow [Noisy] Anti-Closed
Ground
Unconditional
Not Terminating

C := {c,d}
N := {a,b, f}
R10.4 : a=c

b=d

f(a)= f(b)
f(b)= f(a)

The critical peaks are all of the form(1,1) now and can be closed as follows:

f(a)
ω+1

> f(b) f(b)
ω+1

> f(a)

f(a)
∨

ω+1, /0

f(b)
∨

ω+1, /0

f(c)
∨

ω+1,1

=================== f(c)
∨

ω+1,1

f(d)
∨

ω+1,1

=================== f(d)
∨

ω+1,1

However,−→R10.4, /0 is not confluent:

f(c) <
ω+1,1

f(a) ω+1, /0
>

<
ω+1, /0

f(b)
ω+1,1

> f(d)
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Example 10.5
◦

ω+1
> ◦

◦
∨

1,1

1
> ◦

ω+1
> ◦

w

w

w

w

⊲ST-Quasi Overlay Joinable
ω-Shallow [[Noisy] Weak Parallel] Joinable
Not ω-Shallow [Noisy] Parallel Joinable up to ω
Not ω-Shallow [Noisy] Strongly Joinable up to ω
Ground
Unconditional
Not Terminating

C := {a,b,c,d}
N := {f}
R10.5 : a=b

b=a

f(a)=c

f(b)=d

The critical peaks are all of the form(0,1) and can be closed as follows:

f(a)
ω+1

> c f(b)
ω+1

> d

f(b)
∨

1,1

1,1
> f(a)

ω+1, /0
> c

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

f(a)
∨

1,1

1,1
> f(b)

ω+1, /0
> d

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

However,−→R10.5, /0 is not confluent:

c <
ω+1, /0

f(a) 1,1
>

<
1,1

f(b)
ω+1, /0

> d

Example 10.6 C := {0,s,p}
N := {+}

R10.6 : R10.3 + X=s(p(X))
X=p(s(X))

Note that we have added two rules to the system from Example 10.3: The critical peaks of the
form (0,1) of Example 10.3 still exist but can now be closed in differentway; e.g., the first one
can be closed as follows:

s(p(X))+Y
ω+1

> s(p(X)+Y)

X+Y
∨

1,1

1,1
> s(p(X))+Y

ω+1, /0
> s(p(X)+Y)

w

w

w

w

w

w

w

w

w

w

w

w

w

w

Since−→R10.3, /0 is confluent and−→R10.3, /0 ⊆−→R10.6, /0 ⊆
∗
←→R10.3, /0 , −→R10.6, /0 is confluent, too (cf.

Lemma 3.4). However, note that the structure of the joinability of the critical peaks is identical to
that of Example 10.5. Thus, argumentation on the joinability structure of critical peaks must fail
to infer confluence for this example.
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According to Lemma 3.2 of Huet (1980), unconditional left- and right-linear rule systems with
strongly joinable critical peaks are [strongly] confluent.That the severe restriction of right-
linearity is essential here can be seen from the following example:

Example 10.7 (Jean-Jacques Ĺevy as cited in Huet (1980))
◦

ω+1
> ◦

◦
∨

1

ω+1
> ◦
∨

ω+1

ω-Level [Parallel] Joinable
[ω-Level] [Strongly] Joinable
Not ω-Shallow [Noisy] Parallel Joinable up to ω
Not ω-Shallow [Noisy] Strongly Joinable up to ω
Left-Linear
Right-Linear Constructor Rules
Not Right-Linear
Unconditional
Not Terminating

|

◦
ω+1

> ◦

◦
∨

1

ω+1, /0
> ◦

ω+1, /0
> ◦

w

w

w

w

[ω-Shallow] Joinable
Not ω-Shallow [Noisy] Parallel Joinable up to ω
Not ω-Shallow [Noisy] Strongly Joinable up to ω
Left-Linear
Right-Linear Constructor Rules
Not Right-Linear
Unconditional
Not Terminating

C := {a,b,c,d}
N := {+,−}
R10.7 : a=c

b=d

a+a=b−b

c+X=X+X
X+c=X+X
b−b=a+a

d−X=X−X
X−d=X−X

There are only four critical peaks and they are all of the form(0,1). Using the symmetry of+ in
its arguments as well the symmetry ofa, c, + with b, d, −, all other critical peaks are symmetric
to the following one, which can be closed in the following twodifferent ways:

a+a
ω+1

> b−b

c+a
∨

1,1

ω+1, /0
> a+a
∨

ω+1, /0

a+a
ω+1

> b−b

c+a
∨

1,1

ω+1, /0
> a+a

ω+1, /0
> b−b

w

w

w

w

w
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Nevertheless,−→R10.7, /0 is not confluent:

a+a ω+1, /0
>

<
ω+1, /0

b−b

c+c <
1,2

c+a
∨

1,1
∧

ω+1, /0

d−b
∨

1,1
∧

ω+1, /0

1,2
> d−d

We now use the same R10.7 to show that even another structure of joinability is insufficient for
confluence. We do this by changing the separation into constructors and non-constructors:

◦
ω+1

> ◦

◦
∨

ω+1,1

1
> ◦
∨

ω+1

ω-Shallow [[Noisy] [Weak] Parallel] Joinable
Non-Overlay is Not ω-Shallow [Parallel] Closed
[ω-Shallow] Strongly Joinable
ω-Shallow Anti-Closed
Left-Linear
[Constructor Rules] Not Right-Linear
Unconditional
Not Terminating

|

◦
ω+1

> ◦

◦
∨

ω+1,1

1, /0
> ◦

ω+1, /0
> ◦

w

w

w

w

ω-Shallow [[Noisy] Weak Parallel] Joinable
Non-Overlay is Not ω-Shallow [Parallel] Closed
ω-Shallow Strongly Joinable
ω-Shallow Anti-Closed
Left-Linear
[Constructor Rules] Not Right-Linear
Unconditional
Not Terminating

C := {c,d,+,−}
N := {a,b}
R10.7 : c+X=X+X

X+c=X+X
d−X=X−X
X−d=X−X

a=c

b=d

a+a=b−b

b−b=a+a
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Note that the rule system is not changed, but only reordered to have the constructor rules precede
the non-constructor rules. The rewrite relation−→R10.7, /0 is not changed by this constructor re-
declaration. (NoteX∈VSIG.) The critical peaks only have changed their form from(0,1) to (1,1)
and are still all symmetric to the following one that closes in the two following ways:

a+a
ω+1

> b−b

c+a
∨

ω+1,1

1, /0
> a+a
∨

ω+1, /0

a+a
ω+1

> b−b

c+a
∨

ω+1,1

1, /0
> a+a

ω+1, /0
> b−b

w

w

w

w

w

Finally, the divergence looks the following way now (Pleasenote that now−→R10.7, /0,ω and−→R10.7, /0
are commuting, which was not the case before.):

a+a ω+1, /0
>

<
ω+1, /0

b−b

c+c <
ω+1,2

c+a

∧
1, /0
∨

ω+1,1

d−b

∧
1, /0
∨

ω+1,1

ω+1,2
> d−d
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The following example is a slight variation of Example 10.7 which is interesting w.r.t. Exam-
ple 10.9.

Example 10.8

◦
ω+1

> ◦

◦
∨

ω+1,1

1, /0
> ◦

1,2
> ◦
∨

ω+1, /0

ω-Shallow [[Noisy] Parallel] Joinable
Non-Overlay is Not ω-Shallow [Parallel] Closed
ω-Shallow Strongly Joinable
ω-Shallow Anti-Closed
Left-Linear
[Constructor Rules] Not Right-Linear
Unconditional
Not Terminating

|

◦
ω+1

> ◦

◦
∨

ω+1,1

1, /0
> ◦

1,2
> ◦

ω+1, /0
>◦

w

w

w

w

ω-Shallow [[Noisy] Weak Parallel] Joinable
Non-Overlay is Not ω-Shallow [Parallel] Closed
ω-Shallow Strongly Joinable
ω-Shallow Anti-Closed
Left-Linear
[Constructor Rules] Not Right-Linear
Unconditional
Not Terminating

C := {c,d,+,−, f,g}
N := {a,b}
R10.8 : c+X=X+ f(X)

X+c=X+ f(X)
f(X)=X

d−X=X−g(X)
X−d=X−g(X)
g(X)=X

a=c

b=d

a+a=b−b

b−b=a+a

There are only four critical peaks and they are all of the form(1,1). Using the symmetry of+ in
its relevant arguments as well the symmetry ofa, c, +, f with b, d, −, g, all other critical peaks
are symmetric to the following one, which can be closed in thefollowing two different ways:

a+a
ω+1

> b−b

c+a
∨

ω+1,1

1, /0
> a+ f(a)

1,2
> a+a
∨

ω+1, /0

a+a
ω+1

> b−b

c+a
∨

ω+1,1

1, /0
> a+ f(a)

1,2
> a+a

ω+1, /0
> b−b

w

w

w

w

w
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Finally, the divergence looks the following way now:

a+a ====== a+a ω+1, /0
>

<
ω+1, /0

b−b ====== b−b

c+c <
ω+1,2

c+a
∨

ω+1,1

1, /0
> a+ f(a)

∧
1,2

b−g(b)

∧
1,2

<
1, /0

d−b
∨

ω+1,1

ω+1,2
> d−d

Example 10.9 C := {0}
N := {+}
R10.9 : (X+Y)+Z=X+(Y+Z)

There is only one critical peak. It is of the form(1,1) and can be closed as follows:

((W+X)+Y)+Z
ω+1

> (W+X)+(Y+Z)

(W+(X+Y))+Z
∨

ω+1,1

ω+1, /0
> W+((X+Y)+Z)

ω+1,2
> W+(X+(Y+Z))

∨
ω+1, /0

However, note that the structure of the joinability of the critical peak is weaker than the first
alternative of Example 10.8. Thus, argumentation on the joinability structure of critical peaks
must fail to infer confluence for this example.
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11 Normality

When we now start to consider conditional besides unconditional rule systems, the first to notice
is that we have to impose some normality restriction, as can be seen from Example 11.2 below.

A rule system is callednormal if for all equations “u0=u1” in the condition lists of the rules,
at least one ofu0, u1 is an irreducible ground term.

Normality is no serious restriction unless left-linearityis required, too. This is because each
non-normal system can be transformed into a normal but then not left-linear system without
changing the reduction relation on the old sorts:

One just adds for each old sorts a new constructor function symboleqs with arity
ss→ snew (wheresnew is a new sort) and a new constructor constant symbol⊥ of the sort
snew. Then in each condition of each rule one transforms each equation of the form “u=v” with
u,v∈T (sig,VSIG⊎VC )s into “eqs(u,v)=⊥” and adds for each old sorts the rule eqs(Xs,Xs)=
⊥ (whereXs∈VSIG,s). Furthermore one adds the condition “eqs(a,a)=⊥” to each unconditional
rule for some arbitrary constanta of an arbitrary old sorts.

The only change this transformation brings for the old sortsis that exactly those reductions
which were possible with−→R,X,n (for n≺ω) become exactly those reductions which are possible
with−→R,X,n+1 after the transformation.−→R,X,ω+n, however, is not changed by the transformation.
E.g. for the rule system of Example 11.3 the transformation yields aω-shallow [parallel] joinable,
terminating system that is normal now but not left-linear anymore.

Now we return to the question whether joinability implies confluence. While Lemma 5.1 states
the converse, actually little is known about the other direction unless the rule system is decreasing.
Theorems 1 (which is taken from Bergstra & Klop (1986)) and 2 of Dershowitz &al. (1988) state
that left-linear and normal rule systems are confluent if they have no critical pairs or are both
shallow joinable and terminating. That normality is essential to imply confluence of systems
with no critical pairs can be seen from Example 11.2. That normality is also essential to imply
confluence of shallow joinable and terminating systems can be seen from Example 11.3. That
left-linearity too is essential in both cases follows from the transformation described above.
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In our framework, normality can be generalized and weakenedto quasi-normality, which is a
major result of this paper.

Definition 11.1 (Quasi-Normal)

Let α ∈ {0,ω}.
A rule l=r←−C is said to beα-quasi-normal w.r.t.R,X if
∀τ∈S UB (V,T (X)).





















(

Cτ fulfilled w.r.t.−→R,X,ω+α

)

⇒ ∀(u0=u1) in C.

















(

α=ω
∧ V (u0,u1)⊆ VC

)

∨ V (u0,u1)⊆ /0

∨ ∃i≺2.





uiτ 6∈dom(−→R,X,ω+α)

∨

(

α=ω
∧ (Defuiτ) occurs inCτ

)









































.

R,X is said to beω-quasi-normal if
all rules in R areω-quasi-normal w.r.t. R,X.

R,X is said to be 0-quasi-normal if
all constructor rules in R are 0-quasi-normal w.r.t. R,X.

Since the case of “α=ω” is more important than the case of “α=0”, we use “quasi-normal” as
an abbreviation for “ω-quasi-normal”.

First note that we have added a condition that may reduce the instantiations of a rule we have to
consider. While this may be useless in practice most of the time, it may allow of further theoretical
treatment.

Also the fact that we have given up the requirement that the irreducible term has to be ground
may be of minor importance: In practice this usually allows only for constructor variables or
variables of sorts having only irreducible terms.

Important, however, is the fact that equations containing only constructor variables are not
restricted by quasi-normality anymore. E.g., the rule system of Example 2.3 is quasi-normal but
not normal.

Besides this, it is important that quasi-normality also allows to make any system quasi-normal
simply by replacing any equation “u=v” in a condition with “u=v, Defv”.

Furthermore, note that no restrictions are imposed on Def- and 6=-literals.
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Example 11.2 (Bergstra & Klop (1986))
No Critical Peaks
Left- & Right-Linear
Not [Quasi-] Normal
Not Terminating

C := {d}
N := {b,g}
R11.2 : b=g(b)

g(X)=d ←− g(X)=X

There are no critical peaks. Nevertheless,−→R11.2, /0 is not confluent:

b

g(b)
∨

ω+1, /0

ω+2, /0
> d

g(d) <
ω+2,1

g(g(b))
∨

ω+1,1

ω+2, /0
> d

w

w

w

w

w

w

w

w

w

w

...

∨

ω+1,11

The following example shows that normality is also requiredfor terminating systems. Note that
this was already shown by Example C of Dershowitz &al. (1988)which, however, is more com-
plicated because it has there additional critical peaks.

Example 11.3
◦

ω+1
> ◦

◦
∨

ω+1,1

ω+1
> ◦

3

∨
ω+1
◦

ω+2
> ◦

◦
∨

ω+1, /0

ω+2
> ◦

w

w

w

w

ω-Shallow [[Noisy] Parallel] Joinable
ω-Shallow [Noisy] Strongly Joinable
Non-Overlay is

Neither ω-Shallow [Parallel] Closed
Nor ω-Shallow [Noisy] Anti-Closed

Not [⊲ST-Quasi] Overlay Joinable
Left- & Right-Linear
Not [Quasi-] Normal
Terminating

C := {c,d,e}
N := {a,b, f,g,h}
R11.3 : a=c

b=d

f(a)=g(b)
f(c)=h(c)
g(d)=h(a)
g(X)=e ←− X=b

h(X)=e ←− f(X)=e
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There are three critical peaks and they are all of the form(1,1). Since the third is the symmetric
overlay of the second, we do not depict it. The first and the second are joinable as follows:

f(a)
ω+1

> g(b)

g(d)
∨

ω+1,1

g(d)
ω+2

> e

h(a)
∨

ω+1, /0

h(a)
∨

ω+1, /0

ω+2, /0
> e

w

w

w

w

w

w

f(c)
∨

ω+1,1

ω+1, /0
> h(c)
∨

ω+1,1

Nevertheless,−→R11.3, /0 is not confluent:

f(a)
ω+1, /0

> g(b)
ω+1, /0

> e

g(d)
∨

ω+1,1

ω+2, /0
> e

w

w

w

w

w

w

h(a)
∨

ω+1, /0

ω+2, /0
> e

w

w

w

w

w

w

f(c)
∨

ω+1,1

ω+1, /0
> h(c)
∨

ω+1,1

Note that the overlay would lose its shallow joinability if we made the system normal (or else
quasi-normal) by writing the condition of the one but last rule in the form “X=d” (or else in the
form “X=b, Defb” and declaringb to be a constructor), since then we would haveg(d)−→ω+1e.
Similarly, the overlay would lose its shallow joinability if we made the system quasi-normal by
writing the condition of the one but last rule in the form “X=b, Defb” or by substitutingX with
a variable from VC , since then we would haveh(a)−→ω+3e only (sinceg(b) 6−→ω+1e).
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12 Counterexamples for Closed Systems

From the examples of the previous sections we can draw the following conclusions:

1. For being able to apply syntactic confluence criteria to non-terminating conditional rule
systems, some kind of [quasi-] normality must be required.

2. Syntactic confluence criteria based solely on the joinability structure of the critical peaks
must fail on some rather simple and common joinability structures.

Therefore, it is now the time to have a look at the two most simple non-trivial joinability structures
under the requirement of normality.

These two most simple joinability structures of critical peaks areclosednessandanti-closedness,
cf. below. Regarding the names of notions below, “parallel closed” is taken from Huet (1980),
“closed” and “anti-closed” have been derived from “parallel closed” in an obvious manner, and
“parallel joinable” was the simplest name22 we found for the last important variant.

Closed: ◦ > ◦

◦
∨

> ◦

w

w

w

w

w

w

Anti-Closed: ◦ > ◦

◦
∨

========= ◦
∨

Parallel Closed: ◦ > ◦

◦
∨

‖ > ◦

w

w

w

w

w

w

Parallel Joinable: ◦ > ◦

◦
∨

‖ > ◦

∗
∨

It may seem to be surprising that the question whether anti-closedness of critical peaks implies
confluence for left-linear, non-right-linear, unconditional systems was listed as Problem 13 in the
list of open problems of Dershowitz &al. (1991) and still seems to be open.

For the question whether closedness of critical peaks, a positive answer follows from the
corollary on page 815 in Huet (1980) which says that a left-linear and unconditional system is
confluent if all its critical pairs are parallel closed. The condition of parallel closedness was
weakened in Corollary 3.2 of Toyama (1988) for the overlays which are required to be only
parallel joinable instead of parallel closed.

For conditional systems, however, neither closedness nor anti-closedness implies confluence.
And this situation does not change when we additionally require the rule systems to be termi-
nating and normal, as can be seen from the following examples:

22The only obvious wrong intuitions it could rise are either meaningless (since the transitive closures of reduction
and parallel reduction are always identical) or an unnecessary sharpening of our notion.
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Example 12.1 (Aart Middeldorp, modified by Bernhard Gramlich)
◦

ω+1
> ◦

◦
∨

1,1

========== ◦
∨

ω+2

Anti-Closed
Strongly Joinable
Not ω-Level Joinable
Not ω-Shallow Joinable
Not [⊲ST-Quasi] Overlay Joinable
Left-Linear & Right-Linear
[Quasi-] Normal
Terminating
Not Decreasing

C := {a,c}
N := {f,g}
R12.1 : a=c

f(a)=g(a)
g(X)= f(c) ←− f(X)=g(c)

There is only the following critical peak and is of the form(0,1):

f(a)
ω+1

> g(a)

f(c)
∨

1,1

=================== f(c)
∨

ω+2, /0

Nevertheless,−→R12.1, /0 is not confluent:

f(a)
1,1

> f(c)

g(c) <
1,1

g(a)
∨

ω+1, /0

ω+2, /0
> f(c)

w

w

w

w

w

Since all critical peaks are joinable, R12.1 is necessarily non-decreasing and not compatible with a
termination-pair.23 Nevertheless, it is obviously terminating, since{X 7→ a} is the only solution
for the condition of the last equation. Furthermore, R12.1 is left-linear, right-linear, and normal24.
Thus (since it is not confluent), it can be neither overlay joinable norω-shallow joinable.25 It is,
however, notω-level joinable and we did not find aω-level anti-closed but non-confluent system,
though we spent some time searching for such an example.

23Cf. Definition 14.1 and Theorem 14.2
24even if some authors would not call it “normal” since the left-hand side of the last rule matches the right-hand

side of the equation of its condition
25Cf. theorems 14.7 and 14.5
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Example 12.2
◦

ω+1
> ◦

◦
∨

ω+2,1

ω+2
> ◦

w

w

w

w

◦
ω+1

> ◦

◦
∨

ω+2,2

ω+2
> ◦

w

w

w

w

[ω-Level [Parallel]] Closed
ω-Level Anti-Closed
[ω-Level] [Strongly] Joinable
ω-Level [Weak] Parallel Joinable
Not ω-Shallow Joinable
Not [⊲ST-Quasi] Overlay Joinable
Left-Linear & Right-Linear
Conditions contain General variables
[Quasi-] Normal
Terminating
Not Decreasing

C := {c,d}
N := {a,b,+}
R12.2 : a=c←− b=d

b=d

a+a=d

c+X=d←− X+X=d

X+c=d←− X+X=d

There are only two critical peaks and they are of the form(1,1). Using the symmetry of+ in its
arguments, the other critical peak is symmetric to the following one.

a+a
ω+1

> d

c+a
∨

ω+2,1

ω+2, /0
> d

w

w

w

w

w

w

Nevertheless,−→R12.2, /0 is not confluent:

c+c =================== c+c

a+c

∧
ω+2,1

ω+2, /0
> d

a+a

∧
ω+2,2

ω+1, /0
> d

w

w

w

w

w

w

c+a
∨

ω+2,1

ω+2, /0
> d

w

w

w

w

w

w

c+c

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

w

=================== c+c
∨

ω+2,2

Since all critical peaks are joinable, our system is necessarily non-decreasing, cf. Theorem 14.2.
Nevertheless, it is obviously terminating, left-linear, right-linear, and normal. Thus (since it is not
confluent), it can be neither overlay joinable norω-shallow joinable, cf. theorems 14.7 and 14.5.
Due to the given forms ofω-level joinability, the occurrence of general variables inthe conditions
is essential for this example, cf. theorems 13.9 and 14.6.
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13 Criteria for Confluence

Most of the theorems we present in this and the following section assume the constructor sub-
system−→R,X,ω to be confluent and then suggest how to find out that the whole system−→R,X is
confluent, too. How to find out that−→R,X,ω is confluent will be discussed in§ 15.

In this section we present confluence criteria that do not rely on termination. They are, of course,
also applicable to terminating systems, which might be veryattractive if one does not know
how to show termination or if the correctness of the technique for proving termination requires
confluence.

Before we state our main theorems it is convenient to introduce some further syntactic restriction.
By disallowing non-constructor variables in conditions ofconstructor equations we disentangle
the fulfilledness of conditions of constructor equations from the influence of non-constructor
rules.

Definition 13.1 (Conservative Constructors)
R is said to haveconservative constructorsif

∀((l , r),C)∈R.
(

l ∈T (cons,VSIG⊎VC ) ⇒ V (C)⊆ VC
)

.

Let us consider a rule system with conservative constructors. Together with our global restrictions
on constructor rules (cf. Definition 2.2) this means that thecondition terms of constructor rules
arepureconstructor terms. This has the advantage that (contrary tothe general case) the condition
terms of constructor rules still are constructor terms after they have been instantiated with some
substitution. By Lemma 2.10 this means that the reducibility with constructor rules does not
depend on the new possibilities which could be added by the non-constructor rules later on, i.e.
that the constructor rules are conservative w.r.t. their decision not to reduce a given term because
non-constructor rules cannot generate additional solutions for their conditions.26

The condition of conservative constructors is very naturaland not very restrictive. (Note that
even now constructor rules may have general variables in their left- and right-hand sides.) That
conservative constructors make the construction of confluence criteria much easier can be seen
from the following lemma which can treat a special case of possible divergence, namely a sub-
case of the “variable overlap case”. In this case it is important that a reduction with a certain rule
can still be done after the instantiating substitution has been reduced.

26Since “conservative constructors” is actually a property not of the constructors (i.e. constructor function sym-
bols) but of the constructorrules, the notion should actually be called “conservative constructor rules”. But the
commonplace notion of “free constructors” is just the same.
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Lemma 13.2
Let µ,ν ∈ S UB (V,T (X)). Let ((l , r),C) ∈R with l∈T (cons,VSIG⊎VC ).

Assume that





R has conservative constructors
∨ V (C)⊆VC
∨ T ERM S (Cµ)⊆T (cons,VSIG⊎VC )



.

Assume
∗
−→R,X,ω to be confluent.

Now, if Cµ is fulfilled w.r.t.−→R,X and ∀x∈V. xµ
∗
−→R,X xν,

then Cν is fulfilled w.r.t.−→R,X,ω and lν−→R,X,ωrν.

While the conditions of our main theorems of this section, Theorem 13.6 and Theorem 13.9,
are rather complicated and difficult to check, they are always satisfied for a certain class of rule
systems captured by Theorem 13.3 (being a consequence of Theorem 13.6) and Theorem 13.4
(being a consequence of Theorem 13.9) below.

This class consists of left-linear rule systems with conservative constructors that achieve
quasi-normality just by requiring the presence of a Def-literal for each equation not containing
an irreducible ground term in a condition of a rule, and satisfy the joinability requirements due
to the critical peaks being complementary, i.e. having complementary literals in their condition
lists, cf.§ 5. Furthermore, rule systems of this class are quite useful in practice. It generalizes the
function specification style that is usually required in theframework of classic inductive theorem
proving (cf. e.g. Walther (1994)) by allowing for partial functions resulting from non-complete
defining case distinctions as well as resulting from non-termination.

Theorem 13.3 (Syntactic Confluence Criterion)
Let R be a left-linear CRS oversig/cons/V with conservative constructors.

Assume∀((l , r),C)∈R. ∀(u0=u1) in C. ∃i≺2.

(

(Defui) occurs in C
∨ ui ∈ G T \dom(−→R,X )

)

.

Assume that−→R,X,ω is confluent. Now:

If each critical peak inCP(R) of the form(0,1), (1,0), or (1,1) is complementary, then−→R,X is
confluent.

Theorem 13.4 (Syntactic Confluence Criterion)
Let R be a left-linear CRS oversig/cons/V with ∀((l , r),C)∈R. V (C)⊆VC .

Assume∀((l , r),C)∈R. ∀(u0=u1) in C. ∃i≺2.

(

(Defui) occurs in C
∨ ui ∈ G T \dom(−→R,X )

)

.

Assume that−→R,X,ω is confluent. Now:

If each critical peak inCP(R) of the form(0,1) or (1,0) is complementary and each critical peak
in CP(R) of the form(1,1) is weakly complementary, then−→R,X is confluent.
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Note that both theorems are applicable27 to the rule system of Example 2.3 where the subtraction
on natural numbers is defined via a non-complete syntactic case distinction that does not yield
critical peaks at all and where the member-predicate is defined by a syntactic case distinction
followed (for the case of a nonempty list) by a semantic case distinction via condition literals
which yields only critical peaks with complementary equations. To illustrate the possibility of
partiality due to non-termination as well as the possibility of critical peaks with complementary
predicate literals, here is another toy example to which we can apply Theorem 13.3 (but not
Theorem 13.4).

Example 13.5 (continuing Example 2.3)

C := {0,s, true, false,nil,cons}
N := {−,mbp,while}
S := {nat,bool, list}

R13.5 : R2.3
...
while(X,Y)=Y ←− X=false

while(X,Y)=while(. . ., . . .) ←− X=true, . . .
...

We have added two rules to the system from Example 2.3 for a function ‘while’ with arity
“ bool nat→ nat ” where X is meant to be a variable from VSIG,bool andY from VSIG,nat. The
two resulting critical peaks are of the form(1,1) and complementary. Furthermore, we assume
that there are no rules withtrue, false, or a variable of the sortbool as left-hand sides, such that
we have true, false ∈ G T \dom(−→R13.5,X ).

The main part of the following theorem is part (I). Parts (III) and (IV) only weaken the required
ω-shallow noisy parallel joinability for critical peaks of the form(1,1) to ω-shallow noisyweak
parallel joinability but have to pay a considerable price for it. It would be of practical importance
(cf. Example 10.6) to achieve this weakening for critical peaks of the form(0,1), but this is not
possible, cf. Example 10.5. Furthermore, the difference between (III) and (IV) is marginal since
non-overlays of the form(1,0) are pathological28 anyway. (II) is rather interesting for the cases
where it is possible to restrict the right-hand sides to be linear w.r.t. general variables; this severe
restriction is necessary, however; cf. the second version of Example 10.7 or cf. Example 10.8.
Besides these examples, also Example 10.4 may be able to discourage the search for a further
generalization of the theorem. Finally note that the ‘i’ and ‘ j ’ in the theorem range over{0,1}.

27The careful reader may have noticed that the last two rules ofR2.3 actually are lacking the required Def-literals.
For practical specification, however, this Def-literal canbe omitted here because it is tautological for−→R,X if
X⊆VSIG . Note that in practice of specification one is only interested in−→R, /0 and−→R,VSIG

cf. Wirth & Gramlich
(1994a) and Wirth & Gramlich (1994b). (This, however, does not mean that we do not need formulas containing VC
for inductive theorem proving.)

28A critical peak of the form(1,0) requires a non-constructor rule whose left-hand side has a constructor function
symbol as top symbol, and also requires a constructor rule with a general variable in its left-hand side.
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Theorem 13.6 (Syntactic Criterion for ω-Shallow Confluence)

Let R be a CRS oversig/cons/V. Let X⊆V.
AssumeR to have conservative constructors,R,X to be quasi-normal, and the following weak
kind of left-linearity:
∀((l , r),C)∈R. ∀p,q∈POS (l). ∀x∈V.

( (

l/p=x= l/q
∧ p 6=q

)

⇒

(

l ∈T (cons,VSIG⊎VC )
∧ x∈VC

) )

.

Furthermore, assume that−→R,X,ω is confluent.

(I) Now if each critical peak inCP(R) of the form(i,1) is ω-shallow noisy parallel joinable
up to ω+i∗ω w.r.t. R,X, and each non-overlay inCP(R) of the form(1, j) is ω-shallow
parallel closed up toω+ j∗ω w.r.t. R,X, thenR,X is ω-shallow confluent.

(II) If we have the following kind of right-linearity w.r.t. general variables
∀((l , r),C)∈R. ∀x∈VSIG. ∀p,q∈POS (r).

(

r/p=x= r/q ⇒ p=q
)

,
and if each critical peak inCP(R) of the form(i,1) is ω-shallow noisy strongly joinable up
to ω+i∗ω w.r.t. R,X, and each non-overlay inCP(R) of the form(1, j) is ω-shallow noisy
anti-closed up toω+ j∗ω w.r.t. R,X, thenR,X is ω-shallow confluent.

Now additionally assume the following very weak kind of right-linearity of constructor rules:

∀((l , r),C)∈R. ∀x∈VSIG. ∀p,q∈POS (r).

((

l ∈T (cons,VSIG⊎VC )
∧ r/p=x= r/q

)

⇒ p=q

)

.

Furthermore, additionally assume that each critical peak in CP(R) of the form(0,1) is ω-shallow
noisy strongly joinable up toω, that each critical peak inCP(R) of the form(1,1) is ω-shallow
noisy weak parallel joinable w.r.t.R,X, and that each non-overlay inCP(R) of the form(1,1) is
ω-shallow closed w.r.t.R,X.

(III) Now if each non-overlay inCP(R) of the form(1,0) is ω-shallow parallel closed up toω
w.r.t. R,X, thenR,X is ω-shallow confluent.

Now additionally assume that−→R,X,ω is strongly confluent.

(IV) Now if each non-overlay inCP(R) of the form(1,0) is ω-shallow closed up toω w.r.t. R,X,
thenR,X is ω-shallow confluent.

If we consider all symbols to be non-constructor symbols, then each of the parts (I), (III), and
(IV) of Theorem 13.6 is strong enough to imply Theorem 1 of Dershowitz &al. (1988) (which is
taken from Bergstra & Klop (1986)). If we, moreover, restrict to unconditional rule systems, then
Theorem 13.6(I) specializes to Corollary 3.2 of Toyama (1988) (which is stronger than the more
restrictive corollary on page 815 in Huet (1980) which says that a left-linear and unconditional
system is confluent if all its critical pairs are parallel closed). Moreover, Theorem 13.6(II) is a
generalization of Theorem 5.2 of Avenhaus & Becker (1994) translated into our framework.
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The proof of Theorem 13.6 is similar to that of Corollary 3.2 of Toyama (1988) for unconditional
systems, but with a global induction loop on the depth of reduction for using the shallow joinabil-
ity to get along with the conditions of the rules, and this whole proof twice due to our separation
into constructors and non-constructors, and this again foreach part of the theorem. Since it is
very long, tedious, and uninteresting we have put most its lemmas into A and the proofs into
D. The only lemmas we consider to be interesting are those which make clear why it is possi-
ble to generalize from normal to quasi-normal rule systems.The problematic case is always the
variable-overlap case since it is not covered by critical peaks. The hard step in this case is to show
that an equation “u0=u1” which had been joinable when instantiated with substitution µ is still
joinable after the instantiations for its variables have been reduced, yielding a new substitutionν.
Thus one has to show that for two natural numbersn0 andn1 with u0µ↓R,X,ω+n1

u1µ and ∀x∈V.

xµ
∗
−→R,X,ω+n0

xν we always haveu0ν↓R,X,ω+n1
u1ν . This means that the fulfilledness of the in-

stantiated equation “u0=u1” is not changed by the reduction of its instantiating substitution. For
showing this we may use the global induction hypothesis implying that R,X is ω-shallow conflu-
ent up ton0+ωn1. The reader may verify that we do not seem to have a chance for being successful
here unless we require some kind of normality. Lemma 13.7(4)depicts the situation we are in
(matching itssi to uiµ and itss′i to uiν) and shows that irreducibility ofu1ν (roughly speaking
i.e. normality) is just as helpful as some literal “Defu1µ” in the condition list (i.e. an alternative
allowed by quasi-normality) (because the latter implies the existence of somet1∈ G T (cons) with
u1µ

∗
−→R,X,ω+n1

t1 ). Finally, Lemma 13.8 states that the other alternative given by quasi-normality
(i.e. that the equation contains no non-constructor variables) is no problem either, and that Def-
and 6=-literals do not make any problems and therefore need not at all be restricted by normality
requirements.

Since we consider the proofs of the following two lemmas to beinteresting, we did not put
them into the appendix but included them here. The form of presentation is very general. This
enables the proof to present the idea of quasi-normality in its essential form and also enables
more than a dozen of applications of Lemma 13.8 in the proofs of the theorems in this and
the following sections. When reading the lemmas please notethat the optional parts are only
necessary for reusing the lemmas in the proofs of the theorems of the following sections where
termination arguments will be included into the confluence criteria. Moreover for a first reading
only the second cases of their initial disjunctive assumptions should be considered. The others
are uninteresting special cases.
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Lemma 13.7

[Let ⊲ be a wellfounded ordering.] Let n0,n1≺ ω. Letα ∈ {0,ω}. Assume that

∀i≺2.

(

si =s′i
∨ R,X is α-shallow confluent up to n0+αn1 [and si in ⊳ ]

)

. Now:

1. n0�n1 and s′0
∗
←−R,X,α+n0

s0
∗
−→R,X,α+n1

t0 implies s′0↓R,X,α+n1
t0.

2. n0�n1 and s′0
∗
←−R,X,α+n0

s0
∗
−→R,X,α+n1

t0
∗
←−R,X,α+n1

s1
∗
−→R,X,α+n0

s′1 implies
s′0↓R,X,α+n1

s′1.

3. s′0
∗
←−R,X,α+n0

s0
∗
−→R,X,α+n1

t2∈G T (cons) implies

∃t3∈G T (cons). s′0
∗
−→R,X,α+n1

t3
∗
←−R,X,ω+n1

t2.

4. s′0
∗
←−R,X,α+n0

s0
∗
−→R,X,α+n1

t0
∗
←−R,X,α+n1

s1
∗
−→R,X,α+n0

s′1 together with either
s1 6∈dom(−→R,X,ω+α) or




α=ω
∧ s1

∗
−→R,X,ω+n1

t1∈G T (cons)
∧ ∀δ≺n0+ωn1. R,X is ω-shallow confluent up toδ [and s1 in ⊳]



 implies

s′0↓R,X,α+n1
s′1.

Proof of Lemma 13.71: Consider the peaks′0
∗
←−R,X,α+n0

s0
∗
−→R,X,α+n1

t0. If s0=s′0, then we are

finished due tos′0=s0
∗
−→R,X,α+n1

t0. Otherwise: We have assumed that R,X is α-shallow conflu-

ent up ton0+αn1 [ands0 in ⊳]. Thus we gets′0
∗
−→R,X,α+n1

◦
∗
←−R,X,α+n0

t0 and then due ton0�n1

and Lemma 2.12 we gets′0↓R,X,α+n1
t0 .

2: By (1) we get s′0
∗
−→R,X,α+n1

t1
∗
←−R,X,α+n1

t0 for some t1. Finally, consider the peak

t1
∗
←−R,X,α+n1

s1
∗
−→R,X,α+n0

s′1. By (1) again we gets′0
∗
−→R,X,α+n1

t1↓R,X,α+n1
s′1 as desired.

3: Consider the peaks′0
∗
←−R,X,α+n0

s0
∗
−→R,X,α+n1

t2. If s0=s′0, then we are finished due to

s′0=s0
∗
−→R,X,α+n1

t2. Otherwise: Byα-shallow confluence up ton0+αn1 [and s0 in ⊳] we

get s′0
∗
−→R,X,α+n1

t3
∗
←−R,X,α+n0

t2 for somet3. By t2∈G T (cons) and Lemma 2.10 we get

G T (cons)∋ t3
∗
←−R,X,ωt2. Thus we haves′0

∗
−→R,X,α+n1

t3
∗
←−R,X,ω+n1

t2 as desired.

4: s1 6∈dom(−→R,X,ω+α): If s0=s′0, then we are finished due tos′0=s0
∗
−→R,X,α+n1

t0=s1=s′1. Oth-

erwise: Consider the peaks′0
∗
←−R,X,α+n0

s0
∗
−→R,X,α+n1

t0. By α-shallow confluence up ton0+αn1

[and s0 in ⊳] we get s′0
∗
−→R,X,α+n1

t2
∗
←−R,X,α+n0

t0 for somet2. Since s1 6∈dom(−→R,X,ω+α) this
finishes the proof in this case due tot2= t0=s1=s′1.
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s1∈dom(−→R,X,ω+α): Then we haveα=ω, s1
∗
−→R,X,ω+n1

t1∈G T (cons), and

∀δ≺n0+ωn1. R,X is ω-shallow confluent up toδ [ands1 in ⊳], cf. the diagram below. Consider
the peak t0

∗
←−R,X,ω+n1

s1
∗
−→R,X,ω+n1

t1. We may assumen1≺n0 because in case ofn0�n1 the
proof is finished due to (2). Then we haven1+ωn1 ≺ n0+ωn1. Thus byω-shallow confluence
up to n1+ωn1 [ands1 in ⊳] we get t0

∗
−→R,X,ω+n1

t2
∗
←−R,X,ω+n1

t1 for somet2. By t1∈G T (cons)

and Lemma 2.10 we getG T (cons)∋ t2. Consider the peaks′0
∗
←−R,X,ω+n0

s0
∗
−→R,X,ω+n1

t2. Due

to t2∈G T (cons) and (3) there is somet3 ∈ G T (cons) with s′0
∗
−→R,X,ω+n1

t3
∗
←−R,X,ω+n1

t2. By (3)

again, the peakt3
∗
←−R,X,ω+n1

s1
∗
−→R,X,ω+n0

s′1 implies t3↓R,X,ω+n1
s′1 as desired.

s′0 <
∗

ω+n0
s0

∗
ω+n1

> t0 <
∗

ω+n1
s1

∗
ω+n0

> s′1

t3

∗
∨

ω+n1

<
∗

ω+n1
t2

∗
∨

ω+n1

<
∗

ω+n1
t1

∗
∨

ω+n1

◦

∗
∨

ω+n1

============================================== ◦

∗

∨

ω+n1

Q.e.d. (Lemma 13.7)

Lemma 13.8
[Let ⊲ be a wellfounded ordering.]
Let α ∈ {0,ω}. Let n0,n1≺ ω. Let µ,ν ∈ S UB (V,T (X)).
Let ((l , r),C) ∈ R with α=0⇒ l ∈T (cons,VSIG⊎VC ).
Assume that n0�n1 or that ((l , r),C) is α-quasi-normal w.r.t.R,X. Assume that
∀L in C. ∀u∈T ERM S (L).

























uµ6∈dom(−→R,X,ω+α)
∨ R,X is α-shallow confluent up to n0+αn1 [and uµ in⊳ ]

∨

















∀x∈V (u). xµ=xν

∧













α=0
∨ ∀v. L 6∈{(u=v),(v=u)}
∨ ∀x∈V (L). xµ=xν
∨ ∀δ≺n0+αn1.

R,X is α-shallow confluent up toδ [and uµ in⊳ ]





















































.

Now, if Cµ is fulfilled w.r.t.−→R,X,α+n1
and ∀x∈V. xµ

∗
−→R,X,α+n0

xν,
then Cν is fulfilled w.r.t.−→R,X,α+n1

and lν−→R,X,α+n1+1rν.
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Proof of Lemma 13.8Since α=0⇒ l ∈T (cons,VSIG⊎VC ), it suffices to show that for each
literal L in C: Lν is fulfilled w.r.t. −→R,X,α+n1

. Note that we already know thatLµ is fulfilled

w.r.t.−→R,X,α+n1
. In case of uµ6∈dom(−→R,X,ω+α) we get uµ=uν due to uµ

∗
−→R,X,α+n0

uν. In
case of ∀x∈V (u). xµ=xν we get uµ=uν again. Thus we may assume∀u∈T ERM S (L).
( uµ=uν ∨ R,X is α-shallow confluent up ton0+αn1 [anduµ in ⊳ ] ).

L = (s0=s1): We have s0ν ∗
←−R,X,α+n0

s0µ
∗
−→R,X,α+n1

t0
∗
←−R,X,α+n1

s1µ
∗
−→R,X,α+n0

s1ν for somet0. In
case ofn0�n1 we get the desireds0ν↓R,X,α+n1

s1ν by Lemma 13.7(2). Otherwise, by assumption
of the lemma,((l , r),C) must beα-quasi-normal. SinceCµ is fulfilled w.r.t.−→R,X,ω+α , according
to the definition ofα-quasi-normality and the disjunctive assumption of the lemma we have two
distinguish several cases here. First we treat the case in which ∃i≺2. siµ 6∈dom(−→R,X,ω+α).
W.l.o.g. say s1µ 6∈dom(−→R,X,ω+α). By Lemma 13.7(4) we get the desireds0ν↓R,X,α+n1

s1ν.

Second, in case of∀x∈V (L). xµ=xν we know thatLν=Lµ which is fulfilled w.r.t.−→R,X,α+n1
.

Note that now we may assume thatα=ω because the second case includes the only case left
for 0-quasi-normality, namelyV (s0,s1)⊆ /0. Third, in case of V (s0,s1)⊆VC we have for
all x ∈ V (s0,s1): xµ∈T (cons,VC ); and then xµ

∗
−→R,X,ωxν by Lemma 2.10. This means

siµ
∗
−→R,X,ωsiν. By Lemma 13.7(2) (matching itsn0 to 0) due to 0+ωn1 � n0+ωn1 we get the

desired s0ν↓R,X,ω+n1
s1ν. Finally we come to the fourth case where w.l.o.g.(Defs1µ) occurs in

Cµ. Then there is somet1 ∈ G T (cons) with s1µ
∗
−→R,X,ω+n1

t1. Since we may assume that we
are not in any of the previous cases, the disjunctive assumption of the lemma now states that
∀δ≺n0+ωn1. R,X is ω-shallow confluent up toδ [anduµ in ⊳]. By Lemma 13.7(4) we get the
desireds0ν↓R,X,ω+n1

s1ν.

L = (Defs): We know the existence oft ∈ G T (cons) with sν ∗
←−R,X,α+n0

sµ
∗
−→R,X,α+n1

t. By

Lemma 13.7(3) there is somet ′ ∈ G T (cons) with sν ∗
−→R,X,α+n1

t ′
∗
←−R,X,ω+n1

t.

L = (s06=s1): There exist somet0,t1 ∈ G T (cons) with ∀i≺2. siν
∗
←−R,X,α+n0

siµ
∗
−→R,X,α+n1

ti and

t0 ∤↓
R,X,α+n1

t1. Just like above we gett ′0, t ′1 ∈ G T (cons) with ∀i≺2. siν
∗
−→R,X,α+n1

t ′i
∗
←−R,X,ω+n1

ti .

Finally t ′0
∗
←−R,X,ω+n1

t0 ∤↓
R,X,α+n1

t1
∗
−→R,X,ω+n1

t ′1 implies t ′0 ∤↓
R,X,ω+n1

t ′1 since we haveα=ω due to

l 6∈T (cons,VSIG⊎VC ) in this case of a negative literal. Q.e.d. (Lemma 13.8)
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We do not have to discuss the following theorem in detail here, because it is very similar to
Theorem 13.6, but weakens the requiredω-shallow joinabilities toω-level joinabilities wherever
possible. Note that from Example 10.2 we can conclude that the ω-shallow joinabilities required
for critical peaks of the form(0,1) cannot be weakened toω-level joinabilities in any of the
four parts of the theorem.29 However, the price we have to pay for weakening shallow to level
joinability is to extend our requirement that the conditions contain constructor variables only,
from constructor rules (“conservative constructors”) to all rules! That this restriction is necessary
indeed can be seen from Example 12.2. On the other hand, this restriction givesquasi-normality
for free.

We prefer to discuss and apply Theorem 13.6 wherever possible because contrary to Theo-
rem 13.9 it has interesting implications for the standard framework without the separation into
constructor and non-constructor symbols where “only constructor variables in conditions” means
“no variables in conditions” which again can (in general noteffectively) be reduced to “no con-
ditions” by removing the fulfilled conditions and the rules with non-fulfilled conditions.

The main part of the following theorem is part (I). Parts (III) and (IV) only weaken the re-
quiredω-level parallel joinability for critical peaks of the form(1,1) to ω-level weak parallel
joinability but have to pay a considerable price for it. Furthermore, the difference between (III)
and (IV) is marginal since non-overlays of the form(1,0) are pathological anyway. (II) is rather
interesting for the cases where it is possible to restrict the right-hand sides to be linear w.r.t.
general variables; this severe restriction is necessary, however; cf. the second version of Exam-
ple 10.7 or cf. Example 10.8.

29Note that with the exception of part (II) of the theorem we could also use the first version of Example 10.7 for
this conclusion.
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Theorem 13.9 (Syntactic Criterion for ω-Level Confluence)

Let R be a CRS oversig/cons/V. Let X⊆V.
Assume the following important restriction on variables inconditions to hold:

∀((l , r),C)∈R. V (C)⊆VC .
Moreover, assume the following weak kind of left-linearity:
∀((l , r),C)∈R. ∀p,q∈POS (l). ∀x∈V.

( (

l/p=x= l/q
∧ p 6=q

)

⇒

(

l ∈T (cons,VSIG⊎VC )
∧ x∈VC

) )

.

Furthermore, assume that−→R,X,ω is confluent.

(I) Now if each critical peak inCP(R) of the form(0,1) is ω-shallow parallel joinable up to
ω w.r.t. R,X, each non-overlay inCP(R) of the form(1,0) is ω-shallow parallel closed up
to ω w.r.t. R,X, each critical peak inCP(R) of the form(1,1) is ω-level parallel joinable
w.r.t. R,X, and each non-overlay inCP(R) of the form(1,1) is ω-level parallel closed w.r.t.
R,X, thenR,X is ω-level confluent.

(II) If we have the following kind of right-linearity w.r.t. general variables
∀((l , r),C)∈R. ∀x∈VSIG. ∀p,q∈POS (r).

(

r/p=x= r/q ⇒ p=q
)

,
and if each critical peak inCP(R) of the form(0,1) is ω-shallow strongly joinable up toω
w.r.t. R,X, each non-overlay inCP(R) of the form(1,0) is ω-shallow anti-closed up toω
w.r.t. R,X, each critical peak inCP(R) of the form(1,1) is ω-level strongly joinable w.r.t.
R,X, and each non-overlay inCP(R) of the form(1,1) is ω-level anti-closed w.r.t.R,X,
thenR,X is ω-level confluent.

Now additionally assume the following very weak kind of right-linearity of constructor rules:

∀((l , r),C)∈R. ∀x∈VSIG. ∀p,q∈POS (r).

((

l ∈T (cons,VSIG⊎VC )
∧ r/p=x= r/q

)

⇒ p=q

)

.

Furthermore, additionally assume that each critical peak in CP(R) of the form(0,1) is ω-shallow
strongly joinable up toω, that each critical peak inCP(R) of the form(1,1) is ω-level weak
parallel joinable w.r.t.R,X, and that each non-overlay inCP(R) of the form(1,1) is ω-level
closed w.r.t.R,X.

(III) Now if each non-overlay inCP(R) of the form(1,0) is ω-shallow parallel closed up toω
w.r.t. R,X, thenR,X is ω-level confluent.

Now additionally assume that−→R,X,ω is strongly confluent.

(IV) Now if each non-overlay inCP(R) of the form(1,0) is ω-shallow closed up toω w.r.t. R,X,
thenR,X is ω-level confluent.
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14 Criteria for Confluence of Terminating Systems

In this section we examine how we can relax our joinability requirements when we additionally
require termination for our reduction relation. Note that in confluence criteria whose proof is by
induction on an extension of the reduction relation the joinability requirement can be weakened
to asub-connectednessrequirement, cf. K̈uchlin (1985). We here, however, present the simpler
versions only, where the connectedness is required to have the form of a single “valley”.

Due to its fundamental importance, we first repeat Theorem 7.17 of Wirth & Gramlich (1994a)
here, which generalizes Theorem 3 of Dershowitz &al. (1988)by weakening decreasingness to
compatibility with a termination-pair (defined in§ 2.2) as well as joinability to⊲-weak join-
ability (defined in§ 5) which provides us with some confluence assumption when checking the
fulfilledness of the condition of a critical peak.

Definition 14.1 (Compatibility with a Termination-Pair)
A rule ((l , r),C) is is R,X-compatiblewith a termination-pair(>,⊲) over sig/V if
∀τ∈S UB (V,T (X)).

(

Cτ fulfilled w.r.t.−→R,X ⇒

(

lτ > rτ
∧ ∀u∈T ERM S (C). lτ⊲uτ

) )

.30

A CRS R over sig/cons/V is X-compatiblewith a termination-pair(>,⊲) over sig/V if ∀((l , r),C)∈R.
((l , r),C) is R,X-compatible with(>,⊲).

Theorem 14.2 (Syntactic Test for Confluence)
Let R be a CRS oversig/cons/V and X⊆V.
Assume thatR is X-compatible with a termination-pair(>,⊲) oversig/V.
[For each t∈ T (sig,X) assume≪t to be a wellfounded ordering onPOS (t). Define (p∈N∗+)
A(p) := { t∈dom(−→R,X,ω+ω,q) | /0 6=q≪t p }. ]
The following two are logically equivalent:

1. Each critical peak inCP(R) is⊲-weakly joinable w.r.t.R,X [besides A].

2. −→R,X is confluent.

30We could require the weaker∀u∈T ERM S (C).

(

uτ 6∈dom(−→R,X )

∨ lτ⊲uτ

)

instead of ∀u∈T ERM S (C).

lτ⊲ uτ here. Theorem 14.2 would still be true since its proof need not be modified. We did not do this because
we did not see an interesting application that would justifythe change of the notion already introduced in Wirth &
Gramlich (1993), Wirth &al. (1993), and Wirth & Gramlich (1994a).
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Due to a weakening of the notion of⊲-weak joinability, Theorem 14.2 actually differs from
Theorem 7.17 of Wirth & Gramlich (1994a) in that it provides several irreducibility assumptions
intended to restrict the number of substitutionsϕ for which for a critical peak

(

(l1[ p← r0 ],C0, . . .), (r1,C1, . . .), l1, σ, p
)

resulting from two rulesl0=r0←−C0 andl1=r1←−C1 (with no variables in common) we have to
show l1[ p← r0 ]σϕ↓R,X r1σϕ in case of(C0C1)σϕ being fulfilled. This means that Theorem 14.2
provides further means to tackle problem 4 of our§ 1.

The first assumption allowed is that the substitutionϕ itself is normalized:∀x∈V. xϕ 6∈dom(−→R,X).

The second allows to assume that for non-overlays (i.e. forp 6= /0) evenσϕ is normalized on
all variables occurring in the left-hand sidel1.

Moreover, by weakening “⊲-weak joinability” to “⊲-weak joinability besidesA” with A de-
fined as in the theorem via some family≫ = (≫t)t∈T (sig,X) of arbitrary wellfounded orderings
≫t onPOS (t), we have added a new feature which allows to assume the instantiated peak term
(or superposition term)l1σϕ to be irreducible at all nonempty positions which are≪l1σϕ-smaller
than the overlap positionp. Generally, beyond our first two assumptions, we may use≪ to
further reduce the number of instantiations for which the joinability test must succeed in the fol-
lowing way: If we can choose≪l1σϕ such that


 p= /0 ⇒ ∀x∈V (l1).





xσ 6=x

⇒ ∃q∈POS (l1).

(

l1/q=x
∧ ∀q′∈POS (xσϕ). qq′≪l1σϕ p

)









as well as ∀x∈V (l0).





xσ 6=x

⇒ ∃q∈POS (l0).

(

l0/q=x
∧ ∀q′∈POS (xσϕ). pqq′≪l1σϕ p

)



,

then we may assumeσϕ to be normalized:∀x∈V. xσϕ 6∈dom(−→R,X). This can be a consid-
erable help for showing that(C0C1)σϕ is not fulfilled when we have a certain knowledge on the
normal forms of the terms of the sorts of the variables occurring inC0C1. E.g., when we define the
depth of a termt ∈ T by depth(t) := max{ |p′| | p′∈POS (t) } and then define (p,q∈POS (t))
q≪t p if depth(t)− |q| ≺ depth(t)− |p| , then we can forget about all critical peaks which
are called “composite” in§ 2.3 of Kapur &al. (1988) — and even some more, namely all those
whose peak term is reducible at some position that is longer than the overlap position of the
critical peak. Kapur &al. (1988) already states in Corollary 5 that (unlessl0∈V, which some
authors generally disallow) the irreducibility of these positions implies the irreducibility of all
terms introduced by the unifying substitutionσ; more precisely, the joinability test may assume:
∀x∈V.

(

xσ 6=x ⇒ xσϕ 6∈dom(−→R,X)
)

, which, by our first irreducibility assumption can be
simplified to ∀x∈V. xσϕ 6∈dom(−→R,X). If we, however, revert≪ by defining q≪t p if
|q| ≺ |p| , then we can forget about all critical peaks which are called “composite” in§ 4.1 of
Kapur &al. (1988) — and even some more, namely all those whosepeak term is reducible at
some nonempty position that is shorter than the overlap position of the critical peak.
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The power of the combination of the two weakenings of the joinability requirement, i.e. the
confluence and the irreducibility assumptions, is demonstrated by the following simple but non-
trivial example whose predicate ‘nonnegp’ checks whether an integer number is non-negative:

Example 14.3 C := {0,s,p, true, false}
N := {nonnegp}
R14.3 : s(p(y)) = y

p(s(y)) = y
nonnegp(0) = true

nonnegp(s(x)) = true ←− nonnegp(x) = true

nonnegp(p(0)) = false

nonnegp(p(x)) = false ←− nonnegp(x) = false

Let 0, s, p be constructor symbols of the sortint andtrue, false constructor symbols of the sort
bool. Letnonnegp be a non-constructor predicate with arity “int→ bool ”. Let x, y be constructor
variables of the sortint.

Obviously, R14.3,V is V-compatible with the termination-pair(⊲,⊲) where⊲ is the lexico-
graphic path ordering generated bynonnegp being bigger thantrue andfalse.

There are only the following two critical peaks which are both of the form(0,1):

nonnegp(s(x))σ > true nonnegp(p(x))σ′ > false

nonnegp(y)
∨

1,1

nonnegp(y)
∨

1,1

whereσ := {x 7→ p(y)} andσ′ := {x 7→ s(y)}. Their respective condition lists are the following
two lists containing each one literal only:

nonnegp(x)σ= true nonnegp(x)σ′= false

Now the following is easy to show: The irreducible constructor terms of the sortint are exactly
the terms of the formsn(z) or pn+1(z) with n∈N andz∈VC ,int∪{0}. The irreducible constructor
terms of the sortbool are VC ,bool∪{true, false} . Furthermore, by induction onn∈N one easily

shows nonnegp(sn(0))
∗
−→R14.3, /0true and nonnegp(pn+1(0))

∗
−→R14.3, /0false. Finally by induction

onn∈N one easily shows thatnonnegp(t)
∗
−→R14.3,V,ω+ntrue ∨ nonnegp(t)

∗
−→R14.3,V,ω+nfalse im-

plies V (t)= /0, which we only need to show confluence besides ground confluence.
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Define≪ via (p,q∈POS (t)): q≪t p if depth(t)− |q| ≺ depth(t)− |p| . Now the new
combined weakening of joinability to⊲-weak joinability w.r.t. R14.3,V besidesA (with A defined
as in the theorem) allows us to show joinability of the above critical peaks very easily. Since the
second critical peak can be treated analogous to the first, weexplain how to treat the first only: By
the new additional feature for assuming irreducibility, our weakened joinability allows to assume
that xσϕ is irreducible for the first critical peak, which can be seen in two different ways: First,
since the critical peak is a non-overlay andx occurs in the peak termnonnegp(s(x)). Second, since
the overlap position is 1, nonnegp(s(x))/1 1= x and ∀q′∈POS (xσϕ). 1 1q′≪nonnegp(s(x))σϕ
1. Furthermore, we are allowed to assume that the condition of the critical peak is fulfilled, i.e.
that nonnegp(x)σϕ ∗

−→R14.3,V true. Together with the irreducibility ofxσϕ=p(y)ϕ this implies

thatyϕ is of the formpn(0). This again impliesnonnegp(x)σϕ ∗
−→R14.3,V false. But since we may

assume confluence below the condition termnonnegp(x)σϕ we get true↓R14.3,V false, which is
impossible. Thus the properties that weak joinability allows us to assume for the joinability test
are inconsistent and the critical pair need not be joined at all.

All in all, Theorem 14.2 implies confluence of−→R14.3,V without solving the task
of showing that for each arbitrary (not necessarily normalized) substitutionϕ either
nonnegp(p(y))ϕ ∗

−→R14.3,V true does not hold ornonnegp(y)ϕ ∗
−→R14.3,V true holds, which is more

difficult to show than our simple properties above.
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The following theorem is a generalization of Theorem 7.18 inWirth & Gramlich (1994a). In com-
parison with Theorem 14.2 it offers for each condition termu of a rulel=r←−C the possibility to
replace the requirementlτ⊲uτ (roughly speaking i.e. decreasingness) withV (u)⊆VC (i.e. the
absence of general variables). The basic idea of its proof isfirst to showω-shallow confluence up
to ω (i.e. commutation of−→R,X,ω and−→R,X ) with the usual argumentation on quasi-normality,
left-linearity, termination andω-shallow joinability (cf. Theorem 14.5), and then to use decreas-
ingness argumentation for the confluence of−→R,X .

Theorem 14.4 (Syntactic Test for Confluence)

Let R be a CRS oversig/cons/V. Let X⊆V.
Assume the following very weak kind of left-linearity of constructor rules w.r.t. general variables:
∀((l , r),C)∈R. ∀x∈VSIG. ∀p,q∈POS (l).

( (

l ∈T (cons,VSIG⊎VC )
∧ l/p=x= l/q

)

⇒ p=q

)

.

Furthermore, assume that constructor rules are quasi-normal w.r.t. R,X:
∀((l , r),C)∈R. ∀τ∈S UB (V,T (X)).

( (

l ∈T (cons,VSIG⊎VC )
∧ Cτ fulfilled w.r.t.−→R,X,ω

)

⇒ ((l , r),C) is quasi-normal w.r.t.R,X

)

.

Moreover, assume the following compatibility property fora termination-pair(>,⊲) oversig/V:
∀((l , r),C)∈R. ∀τ∈S UB (V,T (X)).








Cτ fulfilled w.r.t.−→R,X ⇒









lτ > rτ

∧ ∀u∈ T ERM S (C).





lτ⊲uτ
∨ uτ 6∈dom(−→R,X )
∨ V (u)⊆ VC





















.

Assume−→R,X,ω to be confluent.

Assume that each critical peak((t0,D0,Λ0), (t1,D1,Λ1), t̂, σ, p) ∈ CP(R)
(with (Λ0,Λ1) 6=(1,1) and( (Λ0,Λ1) 6=(0,0) ∨ T ERM S (D0σD1σ)*T (cons,VC ) ))
is ω-shallow joinable up toω w.r.t. R,X and⊳.

[For each t∈ T (sig,X) assume≪t to be a wellfounded ordering onPOS (t). Define (p∈N∗+)
A(p) := { t∈dom(−→R,X,ω+ω,q) | /0 6=q≪t p } ∪ dom(−→R,X,ω). ]

Now the following two are logically equivalent:

1. Each critical peak((t0,D0,Λ0), (t1,D1,Λ1), t̂, σ, p) ∈ CP(R)
(with ∀k≺2. ( Λk=1 ∨ T ERM S (Dkσ)*T (cons,VC ) ))
is⊲-weakly joinable w.r.t.R,X [besides A].

2. −→R,X is confluent.



62

The following theorem generalizes Theorem 2 in Dershowitz &al. (1988) by weakening normality
to quasi-normality.

Theorem 14.5 (Syntactic Test forω-Shallow Confluence)

Let R be a CRS oversig/cons/V. Let X⊆V.
Assume the following weak kind of left-linearity w.r.t. general variables:
∀((l , r),C)∈R. ∀x∈VSIG. ∀p,q∈POS (l).

(

l/p=x= l/q ⇒ p=q
)

.

Furthermore, assumeR,X to be quasi-normal.

Let (>,⊲) be a termination-pair oversig/V such that the following compatibility property for
constructor rules holds (which is always satisfied whenR has conservative constructors):
∀((l , r),C)∈R. ∀τ∈S UB (V,T (X)).




(

l ∈ T (cons,VSIG⊎VC )
∧ Cτ fulfilled w.r.t.−→R,X,ω

)

⇒ ∀u∈T ERM S (C).





lτ⊲uτ
∨ uτ 6∈dom(−→R,X)
∨ V (u)⊆ VC







.

Furthermore, assume that the system is terminating:
∀((l , r),C)∈R. ∀τ∈S UB (V,T (X)).

( (

Cτ fulfilled w.r.t.−→R,X

)

⇒ lτ > rτ
)

.

[For each t∈ T (sig,X) assume≪t to be a wellfounded ordering onPOS (t). Define (p∈N∗+,
n≺ω) A(p,n) := { t∈dom(−→R,X,ω+n,q) | /0 6=q≪t p }. ]

Now the following two are logically equivalent:

1. −→R,X,ω is confluent and
each critical peak((t0,D0,Λ0), (t1,D1,Λ1), t̂, σ, p) ∈ CP(R)
(with ( (Λ0,Λ1) 6=(0,0) ∨ T ERM S (D0σD1σ)*T (cons,VC ) ))
is ω-shallow joinable w.r.t.R,X and⊳ [besides A].

2. R,X is ω-shallow confluent.
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The following theorem weakens theω-shallow joinability requirement to that ofω-level joinabil-
ity, but disallows general variables in conditions of rules. That this restriction is necessary indeed
can be seen from Example 12.2.

Theorem 14.6 (Syntactic Test forω-Level Confluence)

Let R be a CRS oversig/cons/V. Let X⊆V.

Assume∀((l , r),C)∈R. V (C)⊆VC .

Let (>,⊲) be a termination-pair oversig/V. Assume that the system is terminating:
∀((l , r),C)∈R. ∀τ∈S UB (V,T (X)).

( (

Cτ fulfilled w.r.t.−→R,X

)

⇒ lτ > rτ
)

.

[For each t∈ T (sig,X) assume≪t to be a wellfounded ordering onPOS (t). Define (p∈N∗+,
n≺ω) A(p,n) := { t∈dom(−→R,X,ω+n,q) | /0 6=q≪t p }. ]

Now the following two are logically equivalent:

1. −→R,X,ω is confluent and each critical peak inCP(R)
of the forms(0,1), (1,0), or (1,1)
is ω-level joinable w.r.t.R,X and⊲ [besides A].

2. R,X is ω-level confluent.
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The following theorem generalizes Theorem 4 in Dershowitz &al. (1988) and Theorem 6.3 in
Wirth & Gramlich (1994a) by weakening overlay joinability to⊲-quasi overlay joinability. For a
discussion of the notion of⊲-quasi overlay joinability cf.§ 9. The proof is discussed above the
key lemma B.8.

Theorem 14.7 (Syntactic Confluence Criterion)

Let R be a CRS oversig/cons/V andX⊆V.

Assume either that−→R,X is terminating31 and ⊲=⊲ST or that −→R,X ⊆⊲, ⊲ST ⊆⊲, and⊲
is a wellfounded ordering onT .

Now, if all critical peaks inCP(R) are⊲-quasi overlay joinable w.r.t.R,X,
then−→R,X is confluent.

Example 14.8

Let X⊆V. The following system is neither decreasing, nor left-linear, nor overlay joinable; but
it is terminating and⊲ST-quasi overlay joinable w.r.t. R14.8,X. Thus Theorem 14.7 is the only
one that implies confluence of−→R14.8,X . Note that Theorem 14.4 becomes applicable when
we replace the non-constructor variable in (p1) with a constructor variable. Moreover, if we
additionally do the same with (p2), then Theorem 14.6 becomes applicable, too.

Even though it is irrelevant for Theorem 14.7, letX,Y∈VSIG, 0,s,a, true, false∈C , andless,p, f,g∈
F. Note that0,s,a, less model the ordinal numberω+1.

R14.8:
(s1) s(a) = a

(less1) less(s(X), s(Y)) = less(X,Y)
(less2) less(X,X) = false

(less3) less(0,s(Y)) = true

(less4) less(X,0) = false

(less5) less(0,a) = true

(less6) less(a,s(Y)) = less(a,Y)
(less7) less(s(X),a) = less(X,a)
(p1) p(X) = true ←− p(s(X))=true

(p2) p(X) = true ←− less(f(X),g(X))=true

(f i) f(X) = . . .
(gi) g(X) = . . .

31Actually innermost termination is enough here when we require overlay joinability instead of⊲-quasi overlay
joinability, cf. Gramlich (1995a).
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The critical peaks are the following:

From (s1) into (less1) we get:

less(s(a), s(Y))
ω+1

> less(a,Y)

less(a, s(Y))
∨

1,1

ω+1, /0
> less(a,Y)

w

w

w

w

w

less(s(X),s(a))
ω+1

> less(X,a)

less(s(X),a)
∨

1,2

ω+1, /0
> less(X,a)

w

w

w

w

w

less(s(a),s(a))
ω+1

> less(a,a)

less(a,a)

==
∨

1,{1,2}

=============== less(a,a)

w

w

w

w

w

From (s1) into (less3) we get:

less(0,s(a))
ω+1

> true

less(0,a)
∨

1,2

ω+1, /0
> true

w

w

w

w

w

w

The criticial peaks resulting from (s1) into (less6) and (less7) are trivial.
From (less1) into (less2) we get:

less(s(X),s(X))
ω+1

> false

less(X,X)
∨

ω+1, /0

ω+1, /0
> false

w

w

w

w

w

w

From (less2) into (less1) we get:

less(s(X),s(X))
ω+1

> less(X,X)

false
∨

ω+1, /0

=================== false
∨

ω+1, /0

The criticial peaks resulting from (less2) into (less4), (less4) into (less2), (p1) into (p2), and (p2)
into (p1) are trivial.
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15 Criteria for Confluence of the Constructor Sub-System

Define theconstructor sub-systemof a rule system R to be
RC := { ((l , r),C)∈R | l ∈T (cons,VSIG⊎VC ) },

i.e. the system of the constructor rules of R. In this sectionwe discuss the problem how to find
out that −→R,X,ω = −→RC ,X,ω is confluent. Note that this is a necessary ingredient for achieving
confluence via any of the theorems 13.3, 13.4, 13.6, 13.9, 14.4, 14.5, and 14.6.

The easiest way to achieve confluence of−→R,X,ω is to have no constructor rules at all, i.e.
RC = /0. While it is rather restrictive, this case offree constructorsis very important in practice
since a lot of data structures can be specified this way. Moreover, it is economic to restrict to this
case because non-free constructors make a lot of trouble when working with the specification,
e.g., most techniques for proving inductive validity get into tremendous trouble with non-free
constructors — if they are able to handle them at all.

The second case where confluence of−→R,X,ω is immediate is when for each rulel=r←−C in
RC also r=l←−C is an instance of a rule of R, and then also of RC due to the restriction on the
constructor rulel=r←−C given by Definition 2.2. An example for this is the commutativity rule
which is equal to a renamed version of the reverse of itself. In this case it may be worthwhile to
consider reduction modulo a constructor congruence as described in Avenhaus & Becker (1992)
and Avenhaus & Becker (1994).

A third way to achieve confluence of−→R,X,ω is to use semantic confluence criteria in the
style of Plaisted (1985), cf. also Theorem 6.5 in Wirth & Gramlich (1994a). While this semantic
argumentation is very powerful when one has sufficient knowledge about the constructor domain,
it is, however, not at all obvious how to formalize or even automate such semantic considerations.
Above that, these semantic confluence criteria are based on the existence of normal forms and
therefore require termination of the constructor sub-system (at least in some weak form).

Termination of the constructor sub-system, of course, doesnot mean termination of the whole
rule system. We may, e.g., apply Theorem 14.2 to infer confluence of a terminating constructor
sub-system containing the associativity rule of Example 10.8 (whose confluence can hardly be
inferred without termination) and then infer the confluenceof the whole non-terminating rule
system by some of the theorems of§ 13. This case where a terminating constructor sub-system
is part of a non-terminating rule system seems to be important in practice since confluence of
non-free constructors often can hardly be inferred withouttermination whereas termination is
usually not needed for then inferring confluence of the wholesystem because the non-constructor
rules can be chosen in such a way that their critical peaks arecomplementary, cf. Theorem 13.3.
Moreover note that the reverse case, i.e. that of a non-terminating constructor sub-system of a
terminating rule system, is impossible in our framework butnot in the abovementioned one of
Avenhaus & Becker (1992) and Avenhaus & Becker (1994) where the notion of reduction is
different, namely reduction via R\RC modulo RC .

In the rest of this section we will present syntactic criteria for confluence of−→R,X,ω.



67

First note that the theorems 14.2 and 14.7 can directly be applied to infer confluence of−→R,X,ω
simply by instantiating the ‘R’ of these theorems with RC .

The other theorems we will present in the following are nothing but informal corollaries of
other theorems of the sections 13 and 14. To apply the latter theorems to our special case here, it
is not sufficient only to throw away the non-constructor rules, but we also have to transform the
constructor function symbols of the constructor rules intonon-constructor function symbols. For
consistency we then also have to rename their constructor variables with general variables. Then
the constructor sub-system of the transformed system is empty and therefore trivially confluent,
such that these theorems can be applied. If the constructor rules contain general variables or Def-
literals, then, however, this transformation brings us beyond the two layered framework presented
in this paper: As we translate constructor variables (level0) into general variables (level 1), then,
for consistency, since−→R,X,ω is a relation on the terms of the whole signature, we also haveto
translate general variables (level 1) into some kind of variables of level 2, and non-constructor
function symbols (level 1) into some kind of function symbols of level 2. Symbols of level 2,
however, are not present in the framework presented in this paper. Moreover we have to translate
our Def-literals (which test for reducibility to a ground term of level 0) into predicate literals that
test for reducibility to a ground term of level 1, which are also not present in our framework.
While it would be possible and beautiful to present our confluence criteria of the sections 13
and 14 in a framework with a special signature and variable-system for the level of each natural
number, we have decided not to do so for the following reasons: First, it would make the paper
even more technically and conceptually difficult as it is. Second, the infinitely layered framework
may be of little importance (since its only useful application so far is this section). Third, the
step of level 0 we want to treat here may in principle allow of more powerful criteria than an
arbitrary leveli and therefore it does not seem to be a good idea to achieve its confluence criteria
as corollaries of the theorems for an arbitrary level. Fourth, by proving the theorems of this
section separately, we provide the reader interested only in the standard positive conditional rule
systems without constructor sub-signature and constructor sub-system with a direct approach to
this special case. This can clearly be seen when one translates a system of the standard positive
conditional framework into our framework by simply saying that all its symbols are constructor
symbols.

For all the following theorems let RC be the constructor sub-system of a CRS R over sig/cons/V
as defined above, and let X⊆V. Note that the critical peaks in CP(RC ) are exactly the critical
peaks of the form(0,0) in CP(R).
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The following is the analogue of parts (I) and (II) of Theorem13.6. Note that we do not present
the analogues of parts (III) and (IV) because they are subsumed32 by the analogue of part (I).

Theorem 15.1 (Syntactic Criterion for 0-Shallow Confluence)
AssumeR,X to be0-quasi-normal andRC to be left-linear.

(I) Now if each critical peak inCP(R) of the form(0,0) is 0-shallow noisy parallel joinable
w.r.t. R,X, and each non-overlay inCP(R) of the form(0,0) is 0-shallow parallel closed
w.r.t. R,X, thenR,X is 0-shallow confluent.

(IIa) If RC is right-linear and if each critical peak inCP(R) of the form(0,0) is 0-shallow noisy
strongly joinable w.r.t.R,X, and each non-overlay inCP(R) of the form(0,0) is 0-shallow
noisy anti-closed w.r.t.R,X, thenR,X is 0-shallow confluent.

(IIb) If RC is right-linear and if each critical peak inCP(R) of the form(0,0) is 0-shallow
strongly joinable w.r.t.R,X, and each non-overlay inCP(R) of the form(0,0) is 0-shallow
anti-closed w.r.t.R,X, then−→R,X,ω is strongly confluent.

Corollary 15.2 If R,X is 0-shallow confluent, then−→R,X,ω is confluent.

We omit the analogue of Theorem 13.9 here because it requiresthat the conditions of the con-
structor rules do not contain any variables. In this case RC can (in general not effectively) be
transformed into an unconditional system with identical reduction relation (with possibly differ-
ent depths) to which we can then apply Theorem 15.1 instead.

The following is the analogue of Theorem 13.3.

Theorem 15.3 (Syntactic Confluence Criterion)
If RC is left-linear and normal and all critical peaks ofRC are complementary, then−→R,X,ω is
confluent.

The analogue of theorems 14.2 and 14.4 is just Theorem 14.2 with ‘R’ instantiated with RC .

32This is because the notion of 0-shallow [noisy]weakparallel joinability (when defined analogous to the notion
of ω-shallow [noisy]weakparallel joinability) is identical to the notion of 0-shallow [noisy] parallel joinability.



69

The following is the analogue of Theorem 14.5.

Theorem 15.4 (Syntactic Test for0-Shallow Confluence)
Let (>,⊲) be a termination-pair oversig/V.
AssumeR,X to be0-quasi-normal andRC to be left-linear.
Furthermore, assume that−→R,X,ω is terminating:

∀((l , r),C)∈R. ∀τ∈S UB (V,T (X)).

( (

l ∈T (cons,VSIG⊎VC )
∧ Cτ fulfilled w.r.t.−→R,X,ω

)

⇒ lτ > rτ
)

.

[For each t∈ T (sig,X) assume≪t to be a wellfounded ordering onPOS (t). Define (p∈N∗+,
n≺ω) A(p,n) := { t∈dom(−→R,X,n,q) | /0 6=q≪t p }. ]

Now the following two are logically equivalent:

1. Each critical peak inCP(R) of the form(0,0)
is 0-shallow joinable w.r.t.R,X and⊳ [besides A].

2. R,X is 0-shallow confluent.

We omit the analogue of Theorem 14.6 here because it requiresthat the conditions of the con-
structor rules do not contain any variables. In this case RC can be transformed into an uncondi-
tional system with identical reduction relation to which wecan then apply Theorem 14.2 with ‘R’
instantiated with RC .

The analogue of Theorem 14.7 is just Theorem 14.7 with ‘R’ instantiated with RC .
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A Further Lemmas for Section 13

Lemma A.1 Let R be a CRS oversig/cons/V. Let X⊆V.
AssumeR to have conservative constructors,R,X to be quasi-normal, and the following weak
kind of left-linearity:
∀((l , r),C)∈R. ∀p,q∈POS (l). ∀x∈V.

( (

l/p=x= l/q
∧ p 6=q

)

⇒

(

l ∈T (cons,VSIG⊎VC )
∧ x∈VC

) )

.

Furthermore, assume that−→R,X,ω is confluent, that each critical peak fromCP(R) of the form
(0,1) is ω-shallow[noisy] parallel joinable up toω w.r.t. R,X, and that each non-overlay from
CP(R) of the form(1,0) is ω-shallow parallel closed up toω w.r.t. R,X.

Now for each n≺ ω: −→q R,X,ω+n◦
∗
−→

R,X,ω[+(n−̇1)]
strongly commutes over

∗
−→R,X,ω.

A fortiori R,X is ω-shallow confluent up toω.

Lemma A.2 Let R be a CRS oversig/cons/V. Let X⊆V.
AssumeR to have conservative constructors,R,X to be quasi-normal, and the following very
weak kind of left-linearity:
∀((l , r),C)∈R. ∀p,q∈POS (l). ∀x∈V.

( (

l/p=x= l/q
∧ p 6=q

)

⇒

(

l ∈T (cons,VSIG⊎VC )
∨ x∈VC

) )

.

Furthermore, assume that for each n≺ ω:
−→q R,X,ω+n◦

∗
−→R,X,ω+(n−̇1)

strongly commutes over
∗
−→R,X,ω .

Moreover, assume that each critical peak fromCP(R) of the form(1,1) is ω-shallow noisy par-
allel joinable w.r.t.R,X, and that each non-overlay fromCP(R) of the form(1,1) is ω-shallow
parallel closed w.r.t.R,X.

Now for all n0� n1≺ ω:
∗
−→R,X,ω◦−→q R,X,ω+n1

◦
∗
−→R,X,ω+(n1−̇1)

strongly commutes over
∗
−→R,X,ω+n0

.

A fortiori R,X is ω-shallow confluent.

Lemma A.3 Let R be a CRS oversig/cons/V. Let X⊆V.
AssumeR to have conservative constructors,R,X to be quasi-normal, and the following very
weak kind of left-linearity:
∀((l , r),C)∈R. ∀p,q∈POS (l). ∀x∈V.









l ∈T (cons,VSIG⊎VC )
∧ l/p=x= l/q
∧ p 6=q



 ⇒ x∈VC



.

Furthermore, assume that−→R,X,ω is strongly confluent, that each critical peak fromCP(R) of
the form(0,1) is ω-shallow [noisy] weak parallel joinable up toω w.r.t. R,X, and that each
non-overlay fromCP(R) of the form(1,0) is ω-shallow closed up toω w.r.t. R,X.

Now for each n≺ ω:
∗
−→R,X,ω◦−→q R,X,ω+n◦

∗
−→

R,X,ω[+(n−̇1)]
strongly commutes over

∗
−→R,X,ω.

A fortiori R,X is ω-shallow confluent up toω.
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Lemma A.4 Let R be a CRS oversig/cons/V. Let X⊆V.
AssumeR to have conservative constructors,R,X to be quasi-normal, and the following weak
kinds of left- and right-linearity:
∀((l , r),C)∈R. ∀x∈V.












∀p,q∈POS (l).

( (

l/p=x= l/q
∧ p 6=q

)

⇒

(

l ∈T (cons,VSIG⊎VC )
∧ x∈VC

) )

∧ ∀p,q∈POS (r).









l ∈T (cons,VSIG⊎VC )
∧ r/p=x= r/q
∧ p 6=q



 ⇒ x∈VC

















.

Furthermore, assume that−→R,X,ω is confluent, that each critical peak fromCP(R) of the form
(0,1) is ω-shallow[noisy] strongly joinable up toω w.r.t. R,X, and that each non-overlay from
CP(R) of the form(1,0) is ω-shallow[noisy] anti-closed up toω w.r.t. R,X.
Now for each n≺ ω: −→R,X,ω+n◦

∗
−→

R,X,ω[+(n−̇1)]
strongly commutes over

∗
−→R,X,ω.

A fortiori R,X is ω-shallow confluent up toω.

Lemma A.5 Let R be a CRS oversig/cons/V. Let X⊆V.
AssumeR to have conservative constructors,R,X to be quasi-normal, and the following very
weak kind of left-linearity
∀((l , r),C)∈R. ∀p,q∈POS (l). ∀x∈V.

( (

l/p=x= l/q
∧ p 6=q

)

⇒

(

l ∈T (cons,VSIG⊎VC )
∨ x∈VC

) )

.

Furthermore, assume that for each n≺ ω:
−→R,X,ω+n◦

∗
−→

R,X,ω+(n−̇1)
strongly commutes over

∗
−→R,X,ω.

∗
←−R,X,ω ◦−→q R,X,ω+n◦

∗
−→

R,X,ω+(n−̇1)
⊆

∗
−→R,X,ω◦−→q R,X,ω+n◦

∗
−→

R,X,ω+(n−̇1)
◦
∗
←−R,X,ω.

Moreover, assume that that each critical peak fromCP(R) of the form(1,1) is ω-shallow noisy
weak parallel joinable w.r.t.R,X, and that each non-overlay fromCP(R) of the form(1,1) is
ω-shallow closed w.r.t.R,X.
Now for all n0� n1≺ ω:

∗
−→R,X,ω◦−→q R,X,ω+n1

◦
∗
−→

R,X,ω+(n1−̇1)
strongly commutes over

∗
−→R,X,ω+n0

.
A fortiori R,X is ω-shallow confluent.

Lemma A.6 Let R be a CRS oversig/cons/V. Let X⊆V.
AssumeR to have conservative constructors,R,X to be quasi-normal, and the following very
weak kind of left- and right-linearity:
∀((l , r),C)∈R. ∀p,q. ∀x∈V.





(

l/p=x= l/q
∨ r/p=x= r/q

)

⇒





p=q
∨ l ∈T (cons,VSIG⊎VC )
∨ x∈VC







.

Furthermore, assume that for each n≺ ω:
−→R,X,ω+n◦

∗
−→R,X,ω+(n−̇1)

strongly commutes over
∗
−→R,X,ω.

Moreover, assume that each critical peak fromCP(R) of the form(1,1) is ω-shallow noisy
strongly joinable w.r.t.R,X, and that each non-overlay fromCP(R) of the form(1,1) is ω-shallow
noisy anti-closed w.r.t.R,X.
Now for all n0� n1≺ ω:

∗
−→R,X,ω◦−→R,X,ω+n1

◦
∗
−→R,X,ω+(n1−̇1)

strongly commutes over
∗
−→R,X,ω+n0

.
A fortiori R,X is ω-shallow confluent.
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Lemma A.7
Let n0,n1≺ ω. Let µ,ν ∈ S UB (V,T (X)). Let ((l , r),C) ∈ R.
Assume that n0�n1 or that V (C)⊆VC . Assume that
R,X is ω-level confluent up to n1.

Now, if Cµ is fulfilled w.r.t.−→R,X,ω+n1
and ∀x∈V. xµ

∗
−→R,X,ω+n0

xν,
then Cν is fulfilled w.r.t.−→R,X,ω+n1

and lν−→R,X,ω+n1+1rν.

Lemma A.8 Let R be a CRS oversig/cons/V. Let X⊆V.
Assume∀((l , r),C)∈R. V (C)⊆VC and the following very weak kind of left-linearity:
∀((l , r),C)∈R. ∀p,q∈POS (l). ∀x∈V.

( (

l/p=x= l/q
∧ p 6=q

)

⇒

(

l ∈T (cons,VSIG⊎VC )
∨ x∈VC

) )

.

Furthermore, assume33 that for each n≺ ω:
−→q R,X,ω+n◦

∗
−→R,X,ω strongly commutes over

∗
−→R,X,ω.

Moreover, assume that each critical peak fromCP(R) of the form(1,1) is ω-level parallel joinable
w.r.t.R,X, and that each non-overlay fromCP(R) of the form(1,1) is ω-level parallel closed w.r.t.
R,X.

Now for all n≺ ω:
∗
−→R,X,ω◦−→q R,X,ω+n◦

∗
−→R,X,ω strongly commutes over

∗
−→R,X,ω+n.

A fortiori R,X is ω-level confluent.

Lemma A.9 Let R be a CRS oversig/cons/V. Let X⊆V.
Assume∀((l , r),C)∈R. V (C)⊆VC , and the following very weak kind of left-linearity
∀((l , r),C)∈R. ∀p,q∈POS (l). ∀x∈V.

( (

l/p=x= l/q
∧ p 6=q

)

⇒

(

l ∈T (cons,VSIG⊎VC )
∨ x∈VC

) )

.

Furthermore, assume that for each n≺ ω:
−→R,X,ω+n◦

∗
−→R,X,ω strongly commutes over

∗
−→R,X,ω .

∗
←−R,X,ω ◦−→q R,X,ω+n◦

∗
−→R,X,ω ⊆

∗
−→R,X,ω◦−→q R,X,ω+n◦

∗
−→R,X,ω ◦

∗
←−R,X,ω .

33Contrary to analogous lemma for shallow joinability (i.e. Lemma A.2), this strong commutation assump-

tion is not really essential for this lemma if we are confidentwith the result that −→q R,X,ω+n◦
∗
−→R,X,ω (in-

stead of
∗
−→R,X,ω◦−→q R,X,ω+n◦

∗
−→R,X,ω) strongly commutes over

∗
−→R,X,ω+n (which directly allows to get rid

of the application of the strong commutation assumption in the proof of Claim 2). Then it is sufficient to as-

sume that R,X is ω-shallow confluent up toω (which means that Claim 0 of the proof holds directly), that

←−q ω ◦ −→q ω+n ⊆ −→q ω+n◦
∗
−→ω ◦

∗
←−ω+n (which replaces the application of the strong commutation as-

sumption in the proof of Claim 5), and that the non-overlays of the form(1,1) satisfy

t1ϕ
PC’

t0ϕ ‖
ω+n

> ◦ ‖
ω

> ◦

w

w

w

w

instead ofω-level parallel closedness (which allows to replace the application of the strong commutation assumption
at the end of “The critical peak case”).
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Moreover, assume that that each
critical peak fromCP(R) of the form(1,1) is ω-level weak parallel joinable w.r.t.R,X,
and that each non-overlay fromCP(R) of the form(1,1) is ω-level closed w.r.t.R,X.

Now for all n≺ ω:
∗
−→R,X,ω◦−→q R,X,ω+n◦

∗
−→R,X,ω strongly commutes over

∗
−→R,X,ω+n.

A fortiori R,X is ω-level confluent.

Lemma A.10 Let R be a CRS oversig/cons/V. Let X⊆V.
Assume∀((l , r),C)∈R. V (C)⊆VC and the following very weak kind of left- and right- linearity:
∀((l , r),C)∈R. ∀p,q. ∀x∈V.





(

l/p=x= l/q
∨ r/p=x= r/q

)

⇒





p=q
∨ l ∈T (cons,VSIG⊎VC )
∨ x∈VC







.

Furthermore, assume34 that for each n≺ ω:
−→R,X,ω+n◦

∗
−→R,X,ω strongly commutes over

∗
−→R,X,ω .

Moreover, assume that each critical peak fromCP(R) of the form(1,1) is ω-level strongly join-
able w.r.t.R,X, and that each non-overlay fromCP(R) of the form(1,1) is ω-level anti-closed
w.r.t. R,X.
Now for all n≺ ω:

∗
−→R,X,ω◦−→R,X,ω+n◦

∗
−→R,X,ω strongly commutes over

∗
−→R,X,ω+n.

A fortiori R,X is ω-level confluent.

34Contrary to analogous lemma for shallow joinability (i.e. Lemma A.6), this strong commutation assump-

tion is not really essential for this lemma if we are confidentwith the result that −→R,X,ω+n◦
∗
−→R,X,ω (in-

stead of
∗
−→R,X,ω◦−→R,X,ω+n◦

∗
−→R,X,ω) strongly commutes over

∗
−→R,X,ω+n (which directly allows to get rid

of the application of the strong commutation assumption in the proof of Claim 2). Then it is sufficient to as-

sume that R,X is ω-shallow confluent up toω (which means that Claim 0 of the proof holds directly), that

←−ω ◦−→ω+n ⊆
=
−→ω+n◦

∗
−→ω ◦

∗
←−ω+n (which replaces the application of the strong commutation as-

sumption in the proof of Claim 5), that the critical peaks of the form(1,1) satisfy

t1ϕ
SJ’

t0ϕ
=

ω+n
> ◦

∗
ω

> ◦

∗
∨

ω+n

instead ofω-level strong joinability (which allows to complete “The second critical peak case” for the new induction

hypothesis), that the non-overlays of the form(1,1) satisfy

t1ϕ

AC’ ◦

=
∨

ω+n

t0ϕ
∗

ω+n
> ◦

∗
∨

ω

instead ofω-level anti-closedness (which allows to complete “The critical peak case” for the new induction hypo-
thesis).
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B Further Lemmas for Section 14

Lemma B.1 Let R be a CRS oversig/cons/V. LetX⊆V. Letα ∈ {0,ω}.
Let (>,⊲) be a termination-pair oversig/V.
If ∀((l , r),C)∈R. ∀τ∈S UB (V,T (X)).

( (

Cτ fulfilled w.r.t.−→R,X,ω+α

∧
(

α=0 ⇒ l ∈T (cons,VSIG⊎VC )
)

)

⇒ lτ > rτ
)

,

then −→R,X,ω+α ⊆⊲.

Lemma B.2
Let µ,ν ∈ S UB (V,T (X)). Let ((l , r),C) ∈ R.
Let (>,⊲) be a termination-pair oversig/V such that:
∀τ∈S UB (V,T (X)).








Cτ fulfilled w.r.t.−→R,X ⇒









lτ > rτ

∧ ∀u∈ T ERM S (C).





lτ⊲uτ
∨ uτ 6∈dom(−→R,X )
[

∨ V (u)⊆ VC
]





















.

Assume that∀u⊳lµ.−→R,X is confluent below u.

[Assume that
∗
←−R,X,ω ◦

∗
−→R,X ⊆ ↓R,X . ]

Now, if Cµ is fulfilled w.r.t.−→R,X and ∀x∈V. xµ
∗
−→R,X xν,

then Cν is fulfilled w.r.t.−→R,X and lν−→R,X rν.

Lemma B.3
Let R be a CRS oversig/cons/V. Let X⊆V.
Let (>,⊲) be a termination-pair oversig/V such that:
∀((l , r),C)∈R. ∀τ∈S UB (V,T (X)).








Cτ fulfilled w.r.t.−→R,X ⇒









lτ > rτ

∧ ∀u∈ T ERM S (C).





lτ⊲uτ
∨ uτ 6∈dom(−→R,X )
[

∨ V (u)⊆ VC
]





















.

For each t∈ T (sig,X) assume≪t to be a wellfounded ordering onPOS (t). Define (p∈N∗+)
A(p) := { t∈dom(−→R,X,ω+ω,q) | /0 6=q≪t p } [ ∪ dom(−→R,X,ω)] .

[Assume that
∗
←−R,X,ω ◦

∗
−→R,X ⊆ ↓R,X . ]

Assume that each critical peak((t0,D0,Λ0), (t1,D1,Λ1), t̂, σ, p) ∈ CP(R)
[with ∀k≺2.

(

Λk=1 ∨ T ERM S (Dkσ)*T (cons,VC )
)

]
is⊲-weakly joinable w.r.t.R,X besides A.

Now:−→R,X is confluent.



78

Lemma B.4
Let R be a CRS oversig/cons/V. LetX⊆V. Letβ� ω. Let ŝ∈T .
Assume the following very weak kind of left-linearity:
∀((l , r),C)∈R. ∀x∈VSIG. ∀p,q∈POS (l).

( (

l ∈T (cons,VSIG⊎VC )
∧ l/p=x= l/q

)

⇒ p=q

)

.

Furthermore, assume the following compatibility propertyfor a termination-pair(>,⊲) over
sig/V:
∀((l , r),C)∈R. ∀τ∈S UB (V,T (X)).

















(

l ∈ T (cons,VSIG⊎VC )
∧ Cτ fulfilled w.r.t.−→R,X,ω

)

⇒









((l , r),C) is quasi-normal w.r.t.R,X

∧ ∀u∈ T ERM S (C).





lτ⊲uτ
∨ uτ 6∈dom(−→R,X)
∨ V (u)⊆ VC





























and
∀((l , r),C)∈R. ∀τ∈S UB (V,T (X)).

( (

Cτ fulfilled w.r.t.−→R,X

)

⇒ lτ > rτ
)

.
[For each t∈ T (sig,X) assume≪t to be a wellfounded ordering onPOS (t). Define (p∈N∗+,
n≺ω) A(p,n) := { t∈dom(−→R,X,ω+n,q) | /0 6=q≪t p }. ]

Assume−→R,X,ω to be confluent.
Assume that each critical peak ((t0,D0,Λ0), (t1,D1,Λ1), t̂, σ, p) ∈ CP(R) with
(Λ0,Λ1) 6=(1,1) and

(

(Λ0,Λ1) 6=(0,0) ∨ T ERM S (D0σD1σ)*T (cons,VC )
)

is ω-shallow
joinable up toβ andŝ w.r.t.R,X and⊳ [besides A].

Now: R,X is ω-shallow confluent up toβ andŝ in⊳.

Lemma B.5
Let R be a CRS oversig/cons/V. Let X⊆V. Let α ∈ {0,ω}. Letβ� ω+α. Let ŝ∈T .
Assume the following weak kind of left-linearity:∀((l , r),C)∈R. ∀x∈V. ∀p,q∈POS (l).









l/p=x= l/q
∧
(

α=0 ⇒ l ∈T (cons,VSIG⊎VC )
)

∧
(

α=ω ⇒ x∈VSIG
)



 ⇒ p=q



.

Furthermore, assumeR,X to beα-quasi-normal.
Let (>,⊲) be a termination-pair oversig/V such that the following compatibility property holds:
∀((l , r),C)∈R. ∀τ∈S UB (V,T (X)).

( (

Cτ fulfilled w.r.t.−→R,X,ω+α

∧
(

α=0 ⇒ l ∈T (cons,VSIG⊎VC )
)

)

⇒ lτ > rτ
)

[For each t∈ T (sig,X) assume≪t to be a wellfounded ordering onPOS (t). Define (p∈N∗+,
n≺ω) A(p,n) := { t∈dom(−→R,X,α+n,q) | /0 6=q≪t p }. ]

AssumeR,X to beα-shallow confluent up toα.
Assume that each critical peak((t0,D0,Λ0), (t1,D1,Λ1), t̂, σ, p) ∈ CP(R)

with ∀k≺2.

( (

α=0 ⇒ Λk=0
)

∧
(

α=ω ⇒
(

Λk=1 ∨ T ERM S (Dkσ)*T (cons,VC )
) )

)

is α-shallow joinable up toβ andŝ w.r.t.R,X and⊳ [besides A].

Now: R,X is α-shallow confluent up toβ andŝ in⊳.
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Lemma B.6
Let R be a CRS oversig/cons/V. Let X⊆V. Let β� ω. Let ŝ∈T .
Assume∀((l , r),C)∈R. V (C)⊆VC .
Let (>,⊲) be a termination-pair oversig/V such that the following compatibility property holds:

∀((l , r),C)∈R. ∀τ∈S UB (V,T (X)).
( (

Cτ fulfilled w.r.t.−→R,X

)

⇒ lτ > rτ
)

.
[For each t∈ T (sig,X) assume≪t to be a wellfounded ordering onPOS (t). Define (p∈N∗+,
n≺ω) A(p,n) := { t∈dom(−→R,X,ω+n,q) | /0 6=q≪t p }. ]

Assume−→R,X,ω to be confluent. Assume that each critical peak inCP(R) of the forms(0,1),
(1,0), or (1,1) is ω-level joinable up toβ andŝ w.r.t.R,X and⊳ [besides A].
Now: R,X is ω-level confluent up toβ andŝ in⊳.

The following lemma generalizes Lemma 7.6 of Wirth & Gramlich (1994a) by requiring⇉ to be
terminating only below a restricted set of terms T:

Lemma B.7
Let T ⊆ T . Let DST[T] denote the set of subterms ofT. Let ⇉ be a sort-invariant
(This can always be achieved by identifying all sorts.) andT-monotonic relation onT . Define
⊲ := DST[T]↿id ◦ (⇉ ∪⊲ST)

+. Now:

1. DST[T]↿id ◦⇉ = DST[T]↿id ◦⇉ ◦ DST[T]↿id ;

T↿id ◦⇉ = T↿id ◦⇉ ◦ T↿id .

2. T↿id ◦ ⊲ST ◦⇉ ⊆ T↿id ◦⇉ ◦ T↿id ◦ ⊲ST.
Moreover, forT=T : ⊲ST◦⇉ ⊆ ⇉ ◦⊲ST.

3. ⊲ ⊆ EST ◦ T↿id ◦ (⇉ ∪⊲ST)
+ ;

⊲ =
(

(DST[T]↿id ◦ ⇉) ∪ (DST[T]↿id ◦ ⊲ST)
)+

◦ DST[T]↿id ;

T↿id ◦ (⇉ ∪⊲ST)
+ =

(

T↿id ◦ ⊲ST

)

∪
(

( T↿id ◦⇉ )+ ◦ T↿id ◦ DST

)

.
Moreover, forT=T : ⊲ = ⊲ST ∪ (⇉+ ◦DST) .

4. If ⇉ is terminating (below all t∈ T) [and ⇉ and T are X-stable], then⊲ is a well-
founded [andX-stable] ordering onDST[T] (which does not need to be sort-invariant or
T-monotonic).

5. (4) does not hold in general if one of the two conditions “⇉ sort-invariant” or
“⇉ T-monotonic” is removed. Moreover, (4) does not hold in general for (⇉ ∪⊲ST)

+

instead of⊲.



80

The proof of the following lemma and its far more restrictivepredecessors has an interesting his-
tory. After its first occurrence in Dershowitz &al. (1988) for overlay joinable positive conditional
systems, in our proof for quasi overlay joinable positive/negative-conditional systems in Wirth &
Gramlich (1994a) we changed the third component of the induction ordering from

+
−→R,X to ≻,

the ordering of the ordinals. This change was done because itallowed us to check for general-
izations more easily but did not result in a stronger criterion at first. Later, however, this change
of the induction ordering turned out to be essential for Theorem 21 of Gramlich (1995a) saying
that an innermost terminating overlay joinable positive conditional rule system is terminating and
confluent: Due to the mutual dependency of the termination and the confluence proof, when prov-
ing confluence it was not possible to assume global termination but local termination only. And
it was especially impossible to assume termination for thatpart of−→R,X which was necessary
for the third component of the induction ordering. The following lemma (just like Theorem 7 of
Gramlich (1995a)) requires local termination instead of global termination, which is not really
necessary for proving Theorem 14.7 but again allows us to check for future generalizations more
easily. Moreover, note that the form of the proof has been considerably improved compared to any
previous publication: Claim 0 of the proof does not only provide us with the new irreducibility
assumptions we have included into the notion of⊲-quasi overlay joinability but also subsumes
the whole second case of the global case distinction of the proof (as presented in Dershowitz
(1987) as well as presented in Wirth & Gramlich (1994a)). As aconsequence, in the whole new
proof now the second and the third component of the inductionordering are used only once.

Lemma B.8 (Syntactic Confluence Criterion)
Let R be a CRS oversig/cons/V andX⊆V. Let ŝ∈ T (sig,X). Define T :=

∗
−→R,X [{ŝ}].

Assume either thatT↿−→R,X is terminating and⊲=⊲ST

or that D[T]↿−→R,X ⊆ ⊲, ⊲ST ⊆ ⊲, and⊲ is a wellfounded ordering onT .
Now, if all critical peaks inCP(R) are⊲-quasi overlay joinable w.r.t.R,X,
then D[T]↿−→R,X is confluent.

C ω-Coarse Level Joinability

Using the following notions forω-coarse level joinability one can work out a whole analogue of
Theorem 13.9. We did not do so because this analogue does not allow of a corollary theorem
analogous to Theorem 13.4 because the information on confluence provided by the joinability
notion for testing the conditions of critical peaks is to poor for practically applicable reasoning. To
those who are interested in this notion, however, we presenthere the analogues of Definition 8.1,
Definition 8.2, Lemma A.7, and Lemma A.8, for which we also have included the proofs.

Definition C.1 (ω-Coarse Level Parallel Closed)
A critical peak ((t0,D0,Λ0), (t1,D1,Λ1), t̂, p)
is ω-coarse level parallel closed w.r.t.R,X if

∀ϕ∈S UB (V,T (X)).





(

∀i ≺ 2. Diϕ fulfilled w.r.t.−→R,X

∧ −→R,X and−→R,X,ω are commuting

)

⇒ t0ϕ−→q R,X◦
∗
−→R,X,ω ◦

∗
←−R,X,ωt1ϕ



.

Definition C.2 (ω-Coarse Level Parallel Joinable)
A critical peak ((t0,D0,Λ0), (t1,D1,Λ1), t̂, p)
is ω-coarse level parallel joinable w.r.t.R,X if

∀ϕ∈S UB (V,T (X)).





(

∀i ≺ 2. Diϕ fulfilled w.r.t.−→R,X

∧ −→R,X and−→R,X,ω are commuting

)

⇒ t0ϕ−→q R,X ◦
∗
−→R,X,ω ◦

∗
←−R,X t1ϕ



.

Lemma C.3 Let R be a CRS oversig/cons/V. Let X V
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Now:
∗
−→R,X,ω◦−→q R,X◦

∗
−→R,X,ω strongly commutes over

∗
−→R,X .

A fortiori −→R,X is confluent.

Lemma C.4
Let µ,ν ∈ S UB (V,T (X)). Let ((l , r),C) ∈ R.
Assume thatV (C)⊆VC .
Assume

∗
←−R,X ◦

∗
−→R,X,ω ⊆ ↓R,X .
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Now, if Cµ is fulfilled w.r.t.−→R,X and ∀x∈V. xµ
∗
−→R,X xν,

then Cν is fulfilled w.r.t.−→R,X and lν−→R,X rν.

D The Proofs

Proof of Lemma 3.2
Assume−→0 and−→1 to be locally commuting.

For the first claim we assume that−→0 ∪−→1 is terminating. We show commutation by in-
duction over the wellfounded ordering−→0∪−→1

+. Suppose t ′0
∗
←−0s

∗
−→1t

′
1. We have to

show t ′0
∗
−→1 ◦

∗
←−0t

′
1. In case there is somei ≺ 2 with t ′i =s the proof is finished due tot ′i =

s
∗
−→1−i t

′
1−i

∗
←−i t

′
1−i . Otherwise t ′0

∗
←−0t0←−0s−→1t1

∗
−→1t

′
1 for somet0, t1 (cf. diagram below).

By local commutation there is somes′ with t0
∗
−→1s

′ ∗←−0t1. Due to s−→0∪−→1
+ t0, by in-

duction hypothesis we get somes′′ with t ′0
∗
−→1s

′′ ∗←−0s
′. Due to s−→0∪−→1

+ t1, by induction

hypothesis we gets′′
∗
−→1 ◦

∗
←−0t

′
1.

s
1

> t1
∗
1

> t ′1

t0
∨

0

∗
1

> s′

∗
∨

0

t ′0

∗
∨

0

∗
1

> s′′

∗
∨

0

∗
1

> ◦

∗

∨

0

For the second claim we now assume that−→0 or−→1 is transitive. W.l.o.g. (due to symmetry
in 0 and 1) say−→0 is transitive. It is sufficient to show

∀n∈N. ∀s,t0,t1. (t0
∗
←−0s

n
−→1t1 ⇒ t0

∗
−→1 ◦

∗
←−0t1).

n=0: t0
∗
−→1t0

∗
←−0s= t1.

n⇒ (n+1): Assumet0
∗
←−0s

n
−→1t

′−→1t1 (cf. diagram below). By induction hypothesis there is

somew with t0
∗
−→1w

∗
←−0t

′. In case ofw= t ′ the proof is finished byt0
∗
−→1w= t ′−→1t1

∗
←−0t1.

Otherwise, since−→0 is transitive, we havew←−0t
′−→1t1. By the local commutation of−→0

and−→1 this implies w
∗
−→1 ◦

∗
←−0t0.

s
n

1
> t ′

1
> t1

t0

∗
∨

0

∗
1

> w

∗
∨

0

∗
1

> ◦

∗
∨

0
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Proof of Lemma 3.3
That (3) (or else (2)) implies (1) is trivial. For (1) implying (2) and (3) it is sufficient to show
under the assumption of (1) that

∀n∈N. ∀s,t0,t1. (t0
n
←−0s−→1t1 ⇒ t0

=
−→1 ◦

∗
←−0t1).

n=0: t0=s−→1t1
∗
←−0t1.

n⇒ (n+1): Supposet0←−0t
′ n
←−0s−→1t1 (cf. diagram below). By induction hypothesis there is

somew with t ′
=
−→1w

∗
←−0t1. In case of t ′=w the proof is finished due tot0

=
−→1t0←−0t

′=

w
∗
←−0t1. Otherwise we havet0←−0t

′−→1w and get by the assumed strong commutation
t0

=
−→1 ◦

∗
←−0w.

s
1

> t1

t ′

n
∨

0

=

1
> w

∗
∨

0

t0
∨

0

=

1
> ◦

∗
∨

0

For proving the final implication of the lemma, we may assume that−→1 strongly commutes
over

+
−→0. A fortiori

+
−→0 and−→1 are locally commuting. By Lemma 3.2 they are commuting.

Therefore−→0 and−→1 are commuting, too.

Proof of Lemma 3.4
It is trivial to show ∀n∈N.

n
←→⊆ ↓ by induction onn.
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Proof of Lemma 5.1
Just like the proof of Lemma 6.3 when the depth considerations are omitted.

Proof of Lemma 6.3
For ((t0,D0,Λ0), (t1,D1,Λ1), t̂, p) ∈CP(R) there are two rulesl0=r0←−C0 and l1=r1←−C1

in R (assuming V (l0=r0←−C0) ∩ V (l1=r1←−C1) = /0 w.l.o.g.) and σ ∈ S UB (V,T )
with l0σ = l1σ/p; (t0, D0, t1, D1, t̂) = (l1[ p← r0 ], C0, r1, C1, l1)σ and Λi =
{

0 if l i ∈ T (cons,VSIG⊎VC )
1 otherwise

}

. Let ϕ∈S UB (V,T (X)); n0,n1 ≺ ω; and assume

[(n0+αn1, t̂ϕ)≺⊳(β, s) and] for all i ≺ 2: ( α=0⇒ Λi =0≺ni ); ( α=ω⇒ Λi�ni ); Diϕ
fulfilled w.r.t. −→

R,X,α+(ni −̇1)
; i.e. Ciσϕ fulfilled w.r.t. −→

R,X,α+(ni −̇1)
. In case of ni =0 we have

Λi =0 and α=ω and therefore by Corollary 2.6l iσϕ−→R,X,α+ni
r iσϕ. In case ofni≻0 we have

ni =(ni−̇1)+1 and thereforel iσϕ−→R,X,α+ni
r iσϕ again due toα=0⇒ Λi =0. Then

t0ϕ = l1σϕ[ p← r0σϕ ]←−R,X,α+n0
l1σϕ−→R,X,α+n1

r1σϕ = t1ϕ.

By α-shallow confluence [up toβ [ands in ⊳]] we have t0ϕ ∗
−→R,X,α+n1

◦
∗
←−R,X,α+n0

t1ϕ .

Proof of Lemma 6.4
The proof is analogous to the proof of Lemma 6.3.

Proof of Lemma 9.1
In case of (t̂/p′)σϕ=(t̂/ /0)σϕ we get p′= /0. Thus ∆ ⊆ POS (t̂)\{ /0} together with ∀p′∈∆.

(t̂/p′)σϕ=(t̂/ /0)σϕ implies ∆= /0. If there is some ¯u1 with t0σµ
∗
−→ū1

∗
←−t1σµ; definen̄ := 1;

ū0 := t1σµ; p̄0 := /0; and note thatt1σϕ←−t̂σϕ whenD1σϕ is fulfilled.

Proof of Lemma 13.2
If R has conservative constructors we getV (C)⊆VC (sincel ∈T (cons,VSIG⊎VC )). If V (C)⊆
VC ,
then T ERM S (Cµ)⊆T (cons,VSIG⊎VC ) (sincel ∈T (cons,VSIG⊎VC )).
Thus we can always assumeT ERM S (Cµ)⊆T (cons,VSIG⊎VC ). Then we have∀x∈V (C).

xµ∈T (cons,VSIG⊎VC ) and thus ∀x∈V (C). xµ
∗
−→R,X,ωxν by Lemma 2.10. MoreoverCµ is

fulfilled w.r.t.−→R,X,ω by Lemma 2.10. By confluence of−→R,X,ω and Lemma 2.10Cν is fulfilled
w.r.t.−→R,X,ω . By Corollary 2.6 we finally getlν−→R,X,ωrν.
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Proof of Theorem 13.3 and Theorem 13.4

Due to Corollary 3.8, it suffices to show that the conditions of Theorem 13.6(I) or else (in case
of Theorem 13.4) Theorem 13.9(I) are satisfied. The only non-trivial part are the joinability
requirements for the critical pairs. We just have to show that the conjunctive condition lists of the
joinability notions are never satisfied. Assume((t0,D0,Λ0), (t1,D1,Λ1), t̂, p) to be a critical
peak.

We first treat the critical peaks of the form(0,1) or (1,0), and, in case of Theorem 13.3,
also of the form(1,1). For these we have to showω-shallow parallel joinability or elseω-
shallow parallel closedness. Thus, assumeϕ ∈ S UB (V,T (X)) andn0,n1 ≺ ω such that∀i≺2.
( Diϕ fulfilled w.r.t.−→

R,X,ω+(ni −̇1)
) and ∀δ≺n0+ωn1. ( R,X is ω-shallow confluent up toδ ).

By the assumed complementarity there must be complementaryequation literals inD0 andD1.
Due to our symmetry in 0 and 1 so far, we may w.l.o.g. assume that (u=v) occurs inD0 and(u6=v)
occurs inD1 or else that(p=true) occurs inD0 and(p=false) occurs inD1. We treat the first case
first. Then there are ˆu, v̂∈ G T (cons) with û

∗
←−ω+(n1−̇1)

uϕ↓ω+(n0−̇1)
vϕ ∗
−→ω+(n1−̇1)

v̂ and û∤↓
ω
v̂. In

case ofn0,n1�1 this contradicts the required confluence of−→ω , cf. Lemma 3.4. Otherwise, in
case of n0�1 we have(n0−̇1)+ω(n1−̇1)≺ n0+ωn1 and thus by our above assumption R,X is
ω-shallow confluent up to(n0−̇1)+ω(n1−̇1). Due to the assumption of the theorem at least one of
uϕ, vϕ, w.l.o.g. sayvϕ, must be either irreducible or have av′ ∈ G T (cons) with vϕ ∗

−→ω+(n0−̇1)
v′.

Now Lemma 13.7(4) implies ˆu↓ω+(n0−̇1)
v̂, and then Lemma 2.11 implies the contradicting ˆu↓ω v̂.

Now we treat the case that that(p=true) occurs inD0 and(p=false) occurs inD1. Due to the
definition of complementarity,true andfalse are distinct irreducible ground terms. Thus we have
pϕ ∗
−→ω+(n0−̇1)

true and pϕ ∗
−→ω+(n1−̇1)

false. In case of n0,n1�1 this contradicts the required
confluence of−→ω. Otherwise, in case ofn0�1 we have(n0−̇1)+ω(n1−̇1)≺ n0+ωn1 and thus
by our above assumption R,X is ω-shallow confluent up to(n0−̇1)+ω(n1−̇1). This again implies
the contradictingtrue ↓ false.

Finally we treat the critical peaks of the form(1,1) in case of Theorem 13.4. For these we
have to showω-level parallel joinability or elseω-level parallel closedness. Thus, assumeϕ ∈
S UB (V,T (X)) andn≺ ω with 0≺n such that∀i≺2. ( Diϕ fulfilled w.r.t.−→

R,X,ω+(n−̇1)
) and

∀δ≺n. ( R,X is ω-level confluent up toδ ). Due to 0≺n we haven−̇1≺n and thus R,X is ω-
level confluent up ton−̇1. By the assumed weak complementarity there must be complementary
equation literals inD0D1. First we treat the case that(u=v) and(u6=v) occur inD0D1. Then there
are û, v̂ ∈ G T (cons) andv′ ∈ T (sig,X) with û

∗
←−ω+(n−̇1)

uϕ ∗
−→ω+(n−̇1)

v′
∗
←−ω+(n−̇1)

vϕ ∗
−→ω+(n−̇1)

v̂

and û∤↓
ω
v̂. Now, byω-level confluence up ton−̇1, there is someu′ with û

∗
−→ω+(n−̇1)

u′
∗
←−ω+(n−̇1)

v′

and then byω-level confluence up ton−̇1 again u′↓ω+(n−̇1)
v̂, and then Lemma 2.11 implies the

contradicting ˆu↓ω v̂. Now we treat the case that that(p=true) and (p=false) occur inD0D1.
Due to the definition of weak complementarity,true and false are distinct irreducible ground
terms. Thus we havetrue

∗
←−ω+(n−̇1)

pϕ ∗
−→ω+(n−̇1)

false. By ω-level confluence up ton−̇1 this
again implies the contradictingtrue ↓ false. Q.e.d. (Theorem 13.3 and Theorem 13.4)
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Proof of Theorem 13.6
(I) follows from the lemmas A.1 and A.2.
(II) follows from the lemmas A.4 and A.6.
(III) follows from the lemmas A.1, A.4, and A.5, since for critical peaks of the form(0,1) ω-
shallow noisy strong joinability up toω impliesω-shallow noisy parallel joinability up toω (cf.
Corollary 7.7) and for non-overlays of the form(1,0) ω-shallow parallel closedness up toω
impliesω-shallow noisy anti-closedness up toω (cf. Corollary 7.8).
(IV) follows from the lemmas A.3, A.4, and A.5, since for critical peaks of the form(0,1) ω-
shallow noisy strong joinability up toω impliesω-shallow noisy weak parallel joinability up toω
(cf. Corollary 7.7) and for critical peaks of the form(1,0) ω-shallow closedness up toω implies
ω-shallow anti-closedness up toω (cf. Corollary 7.8).

Proof of Theorem 13.9
(I) follows from the lemmas A.1 and A.8.
(II) follows from the lemmas A.4 and A.10
(III) follows from the lemmas A.1, A.4, and A.9, since for critical peaks of the form(0,1) ω-
shallow strong joinability up toω impliesω-shallow parallel joinability up toω (cf. Corollary 7.7)
and for non-overlays of the form(1,0) ω-shallow parallel closedness up toω impliesω-shallow
anti-closedness up toω (cf. Corollary 7.8).
(IV) follows from the lemmas A.3, A.4, and A.9, since for critical peaks of the form(0,1) ω-
shallow strong joinability up toω impliesω-shallow weak parallel joinability up toω (cf. Corol-
lary 7.7) and for critical peaks of the form(1,0) ω-shallow closedness up toω impliesω-shallow
anti-closedness up toω (cf. Corollary 7.8).

Proof of Theorem 14.2
1⇒ 2: By Lemma B.3. 2⇒ 1: By Lemma 5.1.

Proof of Theorem 14.4
1⇒ 2: Directly by the lemmas B.4 and B.3. 2⇒ 1: By Lemma 5.1.

Proof of Theorem 14.5
1⇒ 2: Directly by the lemmas B.4 and B.5. 2⇒ 1: By Corollary 3.9 and Lemma 6.3.

Proof of Theorem 14.6
1⇒ 2: Directly by Lemma B.6. 2⇒ 1: By Corollary 3.9 and Lemma 6.4.

Proof of Theorem 14.7
Directly by Lemma B.8.
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Proof of Theorem 15.1(I)

Claim 1:If −→q n1
◦
∗
−→n1−̇1 strongly commutes over

∗
−→n0

, then−→n1
and−→n0

are commuting.

Proof of Claim 1: −→q n1
◦
∗
−→n1−̇1 and

∗
−→n0

are commuting by Lemma 3.3. Since by Corol-

lary 2.14 and Lemma 2.12 we have−→n1
⊆ −→q n1

◦
∗
−→n1−̇1 ⊆

∗
−→n1

, now−→n1
and−→n0

are
commuting, too. Q.e.d. (Claim 1)

Forn0� n1≺ ω we are going to show by induction onn0+n1 the following property:

w0←−q n0
u−→q n1

w1 ⇒ w0−→q n1
◦
∗
−→n1−̇1 ◦

∗
←−n0

w1.

u ‖
n1

> w1

w0

==
∨

n0

‖
n1

> ◦
∗

n1−̇1
> ◦

∗
∨

n0

Claim 2:Let δ≺ ω. If

∀n0,n1≺ω.











(

n0�n1

∧ n0+n1�δ

)

⇒ ∀w0,w1,u.

(

w0←−q n0
u−→q n1

w1

⇒ w0−→q n1
◦
∗
−→n1−̇1 ◦

∗
←−n0

w1

)











,

then

∀n0,n1≺ω.





(

n0�n1

∧ n0+n1�δ

)

⇒ −→q n1
◦
∗
−→n1−̇1 strongly commutes over

∗
−→n0



,

and R,X is 0-shallow confluent up toδ.
Proof of Claim 2:By induction onδ in ≺ . First we show the strong commutation. Assume
n0 � n1 ≺ ω with n0+n1�δ. By Lemma 3.3 it suffices to show that−→q n1

◦
∗
−→n1−̇1 strongly

commutes over−→n0
. Assumew0←−n0

u−→q n1
w1

∗
−→n1−̇1w2 (cf. diagram below). By the above

property there is somew′1 with w0−→q n1
◦
∗
−→n1−̇1w

′
1
∗
←−n0

w1. Next we show that we can close the

peak w′1
∗
←−n0

w1
∗
−→n1−̇1w2 according to w′1

∗
−→n1−̇1w

′
2
∗
←−n0

w2 for somew′2. In case of n1=

0 this is possible duew1=w2. Otherwise we haven0+(n1−̇1)≺n0+n1�δ and due to our
induction hypothesis (saying that R,X is 0-shallow confluent up to allδ′ ≺ δ) this is possible
again.

u ‖
n1

> w1
∗

n1−̇1
> w2

w0
∨

n0

‖
n1

> ◦
∗

n1−̇1
> w′1

∗
∨

n0

∗
n1−̇1

> w′2

∗
∨

n0

Finally we show 0-shallow confluence up toδ. Assumen0+n1�δ and w0
∗
←−n0

u
∗
−→n1

w1. Due

to symmetry inn0 andn1 we may assumen0�n1. Above we have shown that−→q n1
◦
∗
−→n1−̇1

strongly commutes over
∗
−→n0

. By Claim 1 we finally getw0
∗
−→n1

◦
∗
←−n0

w1 as desired.
Q.e.d. (Claim 2)
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Note that for n0=0 our property follows from←−q 0⊆ id.

The benefit of Claim 2 is twofold: First, it says that our theorem is valid if the above property
holds for alln0� n1≺ω. Second, it strengthens the property when used as inductionhypothesis.
Thus (writingni+1 instead ofni since we may assume 0≺n0�n1) it now suffices to show for
n0� n1≺ ω that

w0←−q n0+1,Π0
u−→q n1+1,Π1

w1

together with our induction hypotheses that

∀δ≺(n0+1)+(n1+1). R,X is 0-shallow confluent up toδ
and (due ton0�n1+1 andn0+(n1+1)≺(n0+1)+(n1+1))

−→q n1+1◦
∗
−→n1

strongly commutes over
∗
−→n0

implies w0−→q n1+1◦
∗
−→n1

◦
∗
←−n0+1w1.

u ‖
n1+1,Π1

> w1

w0

==
∨

n0+1,Π0

‖
n1+1

> ◦
∗
n1

> ◦

∗
∨

n0+1

Note that for the availability of our second induction hypothesis it is important that we have
imposed the restriction “n0�n1” in opposition to the restriction “n0�n1”. In the latter case the
availability of our second induction hypothesis would require n0+1�n1+1⇒ n0�n1+1 which
is not true for n0=n1. The additional hypothesis

−→q n1
◦
∗
−→n1−̇1 strongly commutes over

∗
−→n0+1

of the latter restriction is useless for our proof.

W.l.o.g. let the positions ofΠi be maximal in the sense that for anyp ∈ Πi and Ξ ⊆
POS (u)∩(pN+) we do not haveu−→q ni+1,(Πi\{p})∪Ξwi anymore. Then for eachi ≺ 2 andp∈ Πi

there are ((l i,p, r i,p),Ci,p) ∈ R and µi,p ∈ S UB (V,T (X)) with l i,p∈T (cons,VSIG⊎VC ),
u/p= l i,pµi,p, r i,pµi,p=wi/p, Ci,pµi,p fulfilled w.r.t. −→ni

. Finally, for eachi ≺ 2: wi =
u[ p← r i,pµi,p | p∈Πi ].

Define the set of inner overlapping positions by
Ω(Π0,Π1) :=

[

i≺2

{ p∈Π1−i | ∃q∈Πi . ∃q
′∈N∗. p=qq′ },

and the length of a term byλ( f (t0, . . . ,tm−1)) := 1+∑ j≺mλ(t j).

Now we start a second level of induction on ∑
p′∈Ω(Π0,Π1)

λ(u/p′) in ≺ .

Define the set of top positions by
Θ := { p∈Π0∪Π1 | ¬∃q∈Π0∪Π1. ∃q

′∈N+. p=qq′ }.
Since the prefix ordering is wellfounded we have∀i≺2. ∀p∈Πi . ∃q∈Θ. ∃q′∈N∗. p=
qq′. Then ∀i≺2. wi =wi [q← wi/q | q∈Θ ]=u[ p← r i,pµi,p | p∈Πi ][q← wi/q | q∈Θ ]=
u[q← wi/q | q∈Θ ]. Thus, it now suffices to show for allq∈Θ

w0/q−→q n1+1◦
∗
−→n1

◦
∗
←−n0+1w1/q

because then we have
w0=u[q← w0/q | q∈Θ ]−→q n1+1◦

∗
−→n1

◦
∗
←−n0+1u[q← w1/q | q∈Θ ]=w1.

Therefore we are left with the following two cases forq∈Θ:
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q 6∈Π1: Then q∈Π0. DefineΠ′1 := { p | qp∈Π1 }. We have two cases:

“The variable overlap (if any) case”:∀p∈Π′1∩POS (l0,q). l0,q/p∈V:

l0,qµ0,q ‖
n1+1,Π′1

> w1/q

l0,qν

w

w

w

w

w

w0/q
∨

n0+1, /0

===== r0,qµ0,q ‖
n1+1

> r0,qν
∨

n0+1

Define a functionΓ on V by (x∈V): Γ(x) := { (p′, p′′) | l0,q/p′=x ∧ p′p′′ ∈Π′1 }.
Claim 7:There is someν ∈ S UB (V,T (X)) with

∀x∈ V.

(

xµ0,q−→q n1+1xν
∧ ∀p′∈dom(Γ(x)). xν=xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]

)

.

Proof of Claim 7:
In case of dom(Γ(x))= /0 we define xν := xµ0,q. If there is somep′ such that dom(Γ(x))=
{p′} we definexν := xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]. This is appropriate since due
to ∀(p′, p′′)∈Γ(x). xµ0,q/p′′= l0,qµ0,q/p′p′′=u/qp′p′′= l1,qp′p′′µ1,qp′p′′ we have

xµ0,q=xµ0,q[ p′′← l1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]−→q n1+1

xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]=xν.
Finally, in case of |dom(Γ(x))| ≻ 1, l0,q is not linear inx, which contradicts the left-linearity
assumption of the theorem. Q.e.d. (Claim 7)

Claim 8: l0,qν=w1/q.
Proof of Claim 8:
By Claim 7 we getw1/q=u/q[ p′p′′← r1,qp′p′′µ1,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l0,q[ p′← xµ0,q | l0,q/p′=x∈V ][ p′p′′← r1,qp′p′′µ1,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l0,q[ p′← xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ] | l0,q/p′=x∈V ]=
l0,q[ p′← xν | l0,q/p′=x∈V ]= l0,qν. Q.e.d. (Claim 8)

Claim 9: w0/q−→q n1+1r0,qν.
Proof of Claim 9:Since w0/q= r0,qµ0,q, this follows directly from Claim 7. Q.e.d. (Claim 9)

By claims 8 and 9 it now suffices to showl0,qν−→n0+1r0,qν, which again follows from
Lemma 13.8 since((l0,q, r0,q),C0,q) is 0-quasi-normal w.r.t. R,X (due to l0,q∈T (cons,VSIG⊎VC )
and the assumption of our theorem), since R,X is 0-shallow confluent up to(n1+1)+n0 (by our
induction hypothesis), and since∀x∈V. xµ0,q

∗
−→n1+1xν by Claim 7 and Corollary 2.14.

Q.e.d. (“The variable overlap (if any) case”)
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“The critical peak case”: There is somep∈Π′1∩POS (l0,q) with l0,q/p 6∈V:

l0,qµ0,q n1+1, p
> u′ ‖

n1+1,Π′1\{p}
> w1/q

v1

==
∨

n0+1

‖
n1+1

> ◦
∗
n1

> v′1

∗
∨

n0+1

w0/q
∨

n0+1, /0

====== w0/q

∗
∨

n0

‖
n1+1

> ◦
∗
n1

> ◦

∗
∨

n0

Claim 10: p 6= /0.
Proof of Claim 10:If p= /0, then /0∈Π′1, then q∈Π1, which contradicts our global case
assumption. Q.e.d. (Claim 10)

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l1,qp, r1,qp),C1,qp))]∩V (((l0,q, r0,q),C0,q)) = /0.
Define Y:= ξ[V (((l1,qp, r1,qp),C1,qp))]∪V (((l0,q, r0,q),C0,q)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ0,q if x∈ V (((l0,q, r0,q),C0,q))
xξ−1µ1,qp else

}

(x∈V).

By l1,qpξρ= l1,qpξξ−1µ1,qp=u/qp= l0,qµ0,q/p= l0,qρ/p=(l0,q/p)ρ
let σ := mgu({(l1,qpξ, l0,q/p)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
Defineu′ := l0,qµ0,q[ p← r1,qpµ1,qp]. We get

u′=u/q[ p′← l1,qp′µ1,qp′ | p′∈Π′1\{p} ][ p← r1,qpµ1,qp]−→q n1+1,Π′1\{p}

u/q[ p′← r1,qp′µ1,qp′ | p′∈Π′1 ]=w1/q.
If l0,q[ p← r1,qpξ ]σ= r0,qσ, then the proof is finished due to

w0/q= r0,qµ0,q= r0,qσϕ= l0,q[ p← r1,qpξ ]σϕ=u′−→q n1+1,Π′1\{p}
w1/q.

Otherwise we have((l0,q[ p← r1,qpξ ],C1,qpξ,0), (r0,q,C0,q,0), l0,q, σ, p) ∈CP(R); p 6= /0 (due
to Claim 10); C1,qpξσϕ = C1,qpµ1,qp is fulfilled w.r.t. −→n1

; C0,qσϕ = C0,qµ0,q is fulfilled
w.r.t.−→n0

. Since ∀δ≺(n1+1)+(n0+1). R,X is 0-shallow confluent up toδ (by our induction
hypothesis) due to our assumed 0-shallow parallel closedness (matching the definition’sn0 to our
n1+1 and itsn1 to ourn0+1) we haveu′= l0,q[ p← r1,qpξ ]σϕ−→q n0+1v1

∗
−→n0

r0,qσϕ= r0,qµ0,q=

w0/q for somev1. We then havev1←−q n0+1,Π′′u′−→q n1+1,Π′1\{p}
w1/q for someΠ′′. By

∑
p′′∈Ω(Π′′,Π′1\{p})

λ(u′/p′′) � ∑
p′′∈Π′1\{p}

λ(u′/p′′) = ∑
p′′∈Π′1\{p}

λ(u/qp′′) ≺ ∑
p′′∈Π′1

λ(u/qp′′) =

∑
p′∈qΠ′1

λ(u/p′) = ∑
p′∈Ω({q},Π1)

λ(u/p′) � ∑
p′∈Ω(Π0,Π1)

λ(u/p′), due to our second induction

level we get somev′1 with v1−→q n1+1◦
∗
−→n1

v′1
∗
←−n0+1w1/q. Finally by our induction hypothesis

that −→q n1+1◦
∗
−→n1

strongly commutes over
∗
−→n0

the peak atv1 can be closed according to

w0/q−→q n1
◦
∗
−→n1

◦
∗
←−n0

v′1.
Q.e.d. (“The critical peak case”) Q.e.d. (“q 6∈Π1”)
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q∈Π1: DefineΠ′0 := { p | qp∈Π0 }. We have two cases:

“The second variable overlap (if any) case”:∀p∈Π′0∩POS (l1,q). l1,q/p∈V:

l1,qµ1,q n1+1, /0
> w1/q

r1,qµ1,q

w

w

w

w

w

w

w0/q

==

∨

n0+1,Π′0

====== l1,qν
n1+1

> r1,qν

==
∨

n0+1

Define a functionΓ on V by (x∈V): Γ(x) := { (p′, p′′) | l1,q/p′=x ∧ p′p′′ ∈Π′0 }.
Claim 11:There is someν ∈ S UB (V,T (X)) with

∀x∈ V.

(

xν←−q n0+1xµ1,q

∧ ∀p′∈dom(Γ(x)). xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]=xν

)

.

Proof of Claim 11:
In case of dom(Γ(x))= /0 we define xν := xµ1,q. If there is somep′ such that dom(Γ(x))=
{p′} we definexν := xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]. This is appropriate since due
to ∀(p′, p′′)∈Γ(x). xµ1,q/p′′= l1,qµ1,q/p′p′′=u/qp′p′′= l0,qp′p′′µ0,qp′p′′ we have

xµ1,q=xµ1,q[ p′′← l0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]−→q n0+1

xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]=xν.
Finally, in case of |dom(Γ(x))| ≻ 1, l1,q is not linear inx, which contradicts the left-linearity
assumption of the theorem. Q.e.d. (Claim 11)

Claim 12: w0/q= l1,qν.
Proof of Claim 12:
By Claim 11 we getw0/q=u/q[ p′p′′← r0,qp′p′′µ0,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l1,q[ p′← xµ1,q | l1,q/p′=x∈V ][ p′p′′← r0,qp′p′′µ0,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l1,q[ p′← xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ] | l1,q/p′=x∈V ]=
l1,q[ p′← xν | l1,q/p′=x∈V ]= l1,qν. Q.e.d. (Claim 12)

Claim 13: r1,qν←−q n0+1w1/q.
Proof of Claim 13:Since r1,qµ1,q=w1/q, this follows directly from Claim 11. Q.e.d. (Claim 13)

By claims 12 and 13 using Corollary 2.14 it now suffices to showl1,qν−→n1+1r1,qν, which again
follows from Claim 11, Corollary 2.14, Lemma 13.8 (matchingits n0 to ourn0+1 and itsn1 to
ourn1), and our induction hypothesis that R,X is 0-shallow confluent up to(n0+1)+n1.
Q.e.d. (“The second variable overlap (if any) case”)
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“The second critical peak case”: There is somep∈Π′0∩POS (l1,q) with l1,q/p 6∈V:

l1,qµ1,q n1+1, /0
> w1/q

u′
∨

n0+1, p

‖
n1+1

> v1
∗
n1

> v2

∗
∨

n0+1

w0/q

==
∨

n0+1,Π′0\{p}

‖
n1+1

> ◦
∗
n1

> v′1

∗
∨

n0+1

∗
n1

> ◦

∗
∨

n0+1

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l0,qp, r0,qp),C0,qp))]∩V (((l1,q, r1,q),C1,q)) = /0.
Define Y:= ξ[V (((l0,qp, r0,qp),C0,qp))]∪V (((l1,q, r1,q),C1,q)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ1,q if x∈ V (((l1,q, r1,q),C1,q))
xξ−1µ0,qp else

}

(x∈V).

By l0,qpξρ= l0,qpξξ−1µ0,qp=u/qp= l1,qµ1,q/p= l1,qρ/p=(l1,q/p)ρ
let σ := mgu({(l0,qpξ, l1,q/p)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
Defineu′ := l1,qµ1,q[ p← r0,qpµ0,qp]. We get

w0/q=u/q[ p′← r0,qp′µ0,qp′ | p′∈Π′0 ]←−q n0+1,Π′0\{p}

u/q[ p′← l0,qp′µ0,qp′ | p′∈Π′0\{p} ][ p← r0,qpµ0,qp]=u′.
If l1,q[ p← r0,qpξ ]σ= r1,qσ, then the proof is finished due to

w0/q←−q n0+1,Π′0\{p}
u′= l1,q[ p← r0,qpξ ]σϕ= r1,qσϕ= r1,qµ1,q=w1/q.

Otherwise we have((l1,q[ p← r0,qpξ ],C0,qpξ,0), (r1,q,C1,q,0), l1,q, σ, p)∈CP(R); C0,qpξσϕ =
C0,qpµ0,qp is fulfilled w.r.t. −→n0

; C1,qσϕ = C1,qµ1,q is fulfilled w.r.t. −→n1
. Since

∀δ≺(n0+1)+(n1+1). R,X is 0-shallow confluent up toδ (by our induction hypothesis) due to
our assumed 0-shallow noisy parallel joinability (matching the definition’sn0 to our n0+1 and
its n1 to ourn1+1 ) we haveu′= l1,q[ p← r0,qpξ ]σϕ−→q n1+1v1

∗
−→n1

v2
∗
←−n0+1r1,qσϕ= r1,qµ1,q=

w1/q for somev1, v2. We then have w0/q←−q n0+1,Π′0\{p}
u′−→q n1+1,Π′′v1 for someΠ′′. Since

∑
p′′∈Ω(Π′0\{p},Π′′)

λ(u′/p′′) � ∑
p′′∈Π′0\{p}

λ(u′/p′′) = ∑
p′′∈Π′0\{p}

λ(u/qp′′) ≺ ∑
p′′∈Π′0

λ(u/qp′′) =

∑
p′∈qΠ′0

λ(u/p′) = ∑
p′∈Ω(Π0,{q})

λ(u/p′) � ∑
p′∈Ω(Π0,Π1)

λ(u/p′) due to our second induction level

we get somev′1 with w0/q−→q n1+1◦
∗
−→n1

v′1
∗
←−n0+1v1. Finally the peak atv1 can be closed accord-

ing to v′1
∗
−→n1

◦
∗
←−n0+1v2 by our induction hypothesis saying that R,X is 0-shallow confluent

up to(n0+1)+n1.
Q.e.d. (“The second critical peak case”) Q.e.d. (Theorem 15.1(I))
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Proof of Theorem 15.1(II)

The parts in the following proof which are only for Theorem 15.1(IIa) are in optional brackets.

Claim 1:If −→n1
◦
∗
−→

0[+(n1−̇1)]
strongly commutes over

∗
−→n0

, then−→n1
and−→n0

are commut-
ing.
Proof of Claim 1: −→n1

◦
∗
−→0[+(n1−̇1)]

and
∗
−→n0

are commuting by Lemma 3.3. Since by

Lemma 2.12 we have−→n1
⊆−→n1

◦
∗
−→

0[+(n1−̇1)]
⊆

∗
−→n1

, now−→n1
and−→n0

are commuting,
too. Q.e.d. (Claim 1)
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Forn0� n1≺ ω we are going to show by induction onn0+n1 the following property:

w0←−n0
u−→n1

w1 ⇒ w0
=
−→n1

◦
∗
−→0[+(n1−̇1)]

◦
∗
←−n0

w1.

u
n1

> w1

w0
∨

n0

=

n1
> ◦

∗
0[+(n1−̇1)]

> ◦

∗
∨

n0

Claim 2:Let δ≺ ω. If

∀n0,n1≺ω.











(

n0�n1

∧ n0+n1�δ

)

⇒ ∀w0,w1,u.

(

w0←−n0
u−→n1

w1

⇒ w0
=
−→n1

◦
∗
−→0[+(n1−̇1)]

◦
∗
←−n0

w1

)











,

then

∀n0,n1≺ω.





(

n0�n1

∧ n0+n1�δ

)

⇒ −→n1
◦
∗
−→0[+(n1−̇1)]

strongly commutes over
∗
−→n0



,

and R,X is 0-shallow confluent up toδ.
Proof of Claim 2:By induction onδ in ≺ . First we show the strong commutation. Assumen0�

n1≺ ω with n0+n1�δ. By Lemma 3.3 it suffices to show that−→n1
◦
∗
−→0[+(n1−̇1)]

strongly com-

mutes over−→n0
. Assumew0←−n0

u−→n1
w1

∗
−→

0[+(n1−̇1)]
w2 (cf. diagram below). By the above

property there is somew′1 with w0
=
−→n1

◦
∗
−→0[+(n1−̇1)]

w′1
∗
←−n0

w1. Next we show that we can close

the peakw′1
∗
←−n0

w1
∗
−→

0[+(n1−̇1)]
w2 according tow′1

∗
−→

0[+(n1−̇1)]
w′2

∗
←−n0

w2 for somew′2. In case
of n1=0 this is possible due tow1=w2. Otherwise we haven0+(0[+(n1−̇1)])≺n0+n1�δ
and due to our induction hypothesis (saying that R,X is 0-shallow confluent up to allδ′ ≺ δ) this
is possible again.

u
n1

> w1
∗

0[+(n1−̇1)]
> w2

w0
∨

n0

=

n1
> ◦

∗
0[+(n1−̇1)]

> w′1

∗
∨

n0

∗
0[+(n1−̇1)]

> w′2

∗
∨

n0

Finally we show 0-shallow confluence up toδ. Assumen0+n1�δ and w0
∗
←−n0

u
∗
−→n1

w1. Due

to symmetry inn0 andn1 we may assumen0�n1. Above we have shown that−→n1
◦
∗
−→0[+(n1−̇1)]

strongly commutes over
∗
−→n0

. By Claim 1 we finally getw0
∗
−→n1

◦
∗
←−n0

w1 as desired.
Q.e.d. (Claim 2)
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Note that for n0=0 our property follows from←−n0
⊆ id.

The benefit of Claim 2 is twofold: First, it says that our theorem is valid if the above property
holds for all n0 � n1 ≺ ω. For part (IIb) this is because then by Lemma 3.3−→n1

strongly
commutes over−→n0

for all n0 � n1 ≺ ω, i.e.−→ω strongly commutes over−→n0
, i.e.−→ω

strongly commutes over−→ω, i.e.−→ω is strongly confluent. Second, it strengthens the property
when used as induction hypothesis. Thus (writingni+1 instead ofni since we may assume
0≺n0�n1) it now suffices to show forn0� n1≺ ω that

w0←−n0+1,p̄0
u−→n1+1,p̄1

w1

together with our induction hypotheses that

∀δ≺(n0+1)+(n1+1). R,X is 0-shallow confluent up toδ
implies

w0
=
−→n1+1◦

∗
−→0[+n1]

◦
∗
←−n0+1w1.

u
n1+1, p̄1

> w1

w0
∨

n0+1, p̄0

=

n1+1
> ◦

∗
0[+n1]

> ◦

∗
∨

n0+1

Now for eachi ≺ 2 there are((l i , r i),Ci) ∈ R and µi ∈ S UB (V,T (X)) with u/p̄i = l iµi , wi =
u[ p̄i ← r iµi ], Ciµi fulfilled w.r.t.−→ni

, and l i∈T (cons,VSIG⊎VC ).

In case of ¯p0‖ p̄1 we have wi/p̄1−i =u[ p̄i ← r iµi ]/p̄1−i =u/p̄1−i = l1−iµ1−i and therefore
wi−→ni+1u[ p̄k← rkµk | k≺2], i.e. our proof is finished. Thus, according to whether ¯p0 is a
prefix of p̄1 or vice versa, we have the following two cases left:
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There is some ¯p′1 with p̄0p̄′1= p̄1 and p̄′1 6= /0 :

We have two cases:

“The variable overlap case”:

There arex∈ V and p′, p′′ such thatl0/p′=x∧ p′p′′= p̄′1:

l0µ0 n1+1, p̄′1
> w1/p̄0

l0ν

w

w

w

w

w

w0/p̄0

∨

n0+1, /0

====== r0µ0
=

n1+1
> r0ν
∨

n0+1

Claim 6:We havexµ0/p′′= l1µ1.
Proof of Claim 6:We havexµ0/p′′= l0µ0/p′p′′=u/p̄0p′p′′=u/p̄0p̄′1=u/p̄1= l1µ1.

Q.e.d. (Claim 6)

Claim 7:We can defineν ∈ S UB (V,T (X)) by xν=xµ0[ p′′← r1µ1 ] and ∀y∈V\{x}. yν=yµ0.
Then we havexµ0−→n1+1xν.
Proof of Claim 7:This follows directly from Claim 6. Q.e.d. (Claim 7)

Claim 8: l0ν=w1/p̄0.
Proof of Claim 8:By the left-linearity assumption of our theorem we may assume { p′′′ |
l0/p′′′=x }= {p′}. Thus, by Claim 7 we getw1/p̄0=u/p̄0[ p̄′1← r1µ1 ]=
l0[ p′′′← yµ0 | l0/p′′′=y∈V ][ p̄′1← r1µ1 ]=
l0[ p′′′← yµ0 | l0/p′′′=y∈V ∧ y 6=x][ p′← xµ0 ][ p′p′′← r1µ1 ]=
l0[ p′′′← yν | l0/p′′′=y∈V ∧ y 6=x][ p′← xµ0[ p′′← r1µ1 ] ]=
l0[ p′′′← yν | l0/p′′′=y∈V ]= l0ν. Q.e.d. (Claim 8)

Claim 9: w0/p̄0
=
−→n1+1r0ν.

Proof of Claim 9: By the right-linearity assumption of our theorem we may assume
|{ p′′′ | r0/p′′′=x }| �1. Thus by Claim 7 we get:w0/p̄0= r0µ0=
r0[ p′′′← yµ0 | r0/p′′′=y∈V\{x} ][ p′′′← xµ0 | r0/p′′′=x]

=
−→n1+1

r0[ p′′′← yµ0 | r0/p′′′=y∈V\{x} ][ p′′′← xν | r0/p′′′=x]=
r0[ p′′′← yν | r0/p′′′=y∈V\{x} ][ p′′′← xν | r0/p′′′=x]= r0ν. Q.e.d. (Claim 9)

By claims 8 and 9 it now suffices to showl0ν−→n0+1r0ν, which again follows from Lemma 13.8
(matching itsn0 to our n1+1 and itsn1 to our n0) since R,X is 0-quasi-normal and 0-shallow
confluent up to (n1+1)+n0 by our induction hypothesis, and since∀y∈V. yµ0

∗
−→n1+1yν by

Claim 7. Q.e.d. (“The variable overlap case”)
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“The critical peak case”: ¯p′1∈POS (l0) ∧ l0/p̄′1 6∈V:

l0µ0
n1+1, p̄′1

> w1/p̄0

w0/p̄0

∨
n0+1, /0

=

n1+1
> ◦

∗
0[+n1]

> ◦

∗
∨

n0+1

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l1, r1),C1))]∩V (((l0, r0),C0)) = /0.
Define Y:= ξ[V (((l1, r1),C1))]∪V (((l0, r0),C0)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ0 if x∈ V (((l0, r0),C0))
xξ−1µ1 else

}

(x∈V).

By l1ξρ= l1ξξ−1µ1=u/p̄1=u/p̄0p̄′1= l0µ0/p̄′1= l0ρ/p̄′1=(l0/p̄′1)ρ
let σ := mgu({(l1ξ, l0/p̄′1)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
If l0[ p̄′1← r1ξ ]σ= r0σ, then the proof is finished due to

w0/p̄0= r0µ0= r0σϕ= l0[ p̄′1← r1ξ ]σϕ= l0µ0[ p̄′1← r1µ1 ]=w1/p̄0.
Otherwise we have((l0[ p̄′1← r1ξ ],C1ξ,0), (r0,C0,0), l0, σ, p̄′1) ∈ CP(R); p̄′1 6= /0 (due the
global case assumption);C1ξσϕ = C1µ1 is fulfilled w.r.t. −→n1

; C0σϕ = C0µ0 is fulfilled
w.r.t.−→n0

. Since ∀δ≺(n1+1)+(n0+1). R,X is 0-shallow confluent up toδ (by our induction
hypothesis), due to our assumed 0-shallow [noisy] anti-closedness (matching the definition’sn0

to our n1+1 and itsn1 to n0+1) we have w1/p̄0= l0µ0[ p̄′1← r1µ1 ]= l0[ p̄′1← r1ξ ]σϕ ∗
−→n0+1 ◦

∗
←−

0[+n1]
◦

=
←−n1+1r0σϕ= r0µ0=w0/p̄0.

Q.e.d. (“The critical peak case”) Q.e.d. (“There is some ¯p′1 with p̄0p̄′1= p̄1 and p̄′1 6= /0 ”)
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There is some ¯p′0 with p̄1p̄′0= p̄0 :

We have two cases:

“The second variable overlap case”:

There arex∈V and p′, p′′ such thatl1/p′=x∧ p′p′′= p̄′0:

l1µ1 n1+1, /0
> w1/p̄1

r1µ1

w

w

w

w

w

w

w0/p̄1

∨

n0+1, p̄′0

====== l1ν
n1+1

> r1ν

==
∨

n0+1

Claim 11a:We havexµ1/p′′= l0µ0.
Proof of Claim 11a:We havexµ1/p′′= l1µ1/p′p′′=u/p̄1p′p′′=u/p̄1p̄′0=u/p̄0= l0µ0.

Q.e.d. (Claim 11a)

Claim 11b:We can defineν ∈ S UB (V,T (X)) by xν=xµ1[ p′′← r0µ0 ] and ∀y∈V\{x}. yν=
yµ1. Then we havexµ1−→n0+1xν.
Proof of Claim 11b:This follows directly from Claim 11a. Q.e.d. (Claim 11b)

Claim 12: w0/p̄1= l1ν.
Proof of Claim 12:
By the left-linearity assumption of our theorem we may assume { p′′′ | l1/p′′′=x } = {p′}.
Thus, by Claim 11b we getw0/p̄1=u/p̄1[ p̄′0← r0µ0 ]=
l1[ p′′′← yµ1 | l1/p′′′=y∈V ][ p̄′0← r0µ0 ]=
l1[ p′′′← yµ1 | l1/p′′′=y∈V ∧ y 6=x][ p′← xµ1 ][ p′p′′← r0µ0 ]=
l1[ p′′′← yν | l1/p′′′=y∈V ∧ y 6=x][ p′← xµ1[ p′′← r0µ0 ] ]=
l1[ p′′′← yν | l1/p′′′=y∈V ]= l1ν. Q.e.d. (Claim 12)

Claim 13: r1ν←−q n0+1w1/p̄1.
Proof of Claim 13:Since r1µ1=w1/p̄1, this follows directly from Claim 11b. Q.e.d. (Claim 13)

By claims 12 and 13 using Corollary 2.14 it now suffices to showl1ν−→n1+1r1ν, which again
follows from Claim 11b, Lemma 13.8 (matching itsn0 to ourn0+1 and itsn1 to ourn1), and our
induction hypothesis that R,X is 0-shallow confluent up to(n0+1)+n1.
Q.e.d. (“The second variable overlap case”)
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“The second critical peak case”: ¯p′0∈POS (l1) ∧ l1/p̄′0 6∈V:

l1µ1 n1+1, /0
> w1/p̄1

w0/p̄1

∨
n0+1, p̄′0

=

n1+1
> ◦

∗
0[+n1]

> ◦

∗
∨

n0+1

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l0, r0),C0))]∩V (((l1, r1),C1)) = /0.
Define Y:= ξ[V (((l0, r0),C0))]∪V (((l1, r1),C1)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ1 if x∈ V (((l1, r1),C1))
xξ−1µ0 else

}

(x∈V).

By l0ξρ= l0ξξ−1µ0=u/p̄0=u/p̄1p̄′0= l1µ1/p̄′0= l1ρ/p̄′0=(l1/p̄′0)ρ
let σ := mgu({(l0ξ, l1/p̄′0)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
If l1[ p̄′0← r0ξ ]σ= r1σ, then the proof is finished due to

w0/p̄1= l1µ1[ p̄′0← r0µ0 ]= l1[ p̄′0← r0ξ ]σϕ= r1σϕ= r1µ1=w1/p̄1.
Otherwise we have((l1[ p̄′0← r0ξ ],C0ξ,0), (r1,C1,0), l1, σ, p̄′0) ∈ CP(R); C0ξσϕ = C0µ0 is
fulfilled w.r.t. −→n0

; C1σϕ = C1µ1 is fulfilled w.r.t. −→n1
. Since ∀δ≺(n0+1)+(n1+1).

R,X is 0-shallow confluent up toδ (by our induction hypothesis) due to our assumed 0-shallow
[noisy] strong joinability (matching the definition’sn0 to ourn0+1 and itsn1 to ourn1+1) we have
w0/p̄1= l1µ1[ p̄′0← r0µ0 ]= l1[ p̄′0← r0ξ ]σϕ =

−→n1+1◦
∗
−→

0[+n1]
◦
∗
←−n0+1r1σϕ= r1µ1=w1/p̄1.

Q.e.d. (“The second critical peak case”) Q.e.d. (Theorem 15.1(II))

Proof of Theorem 15.3Due to Corollary 15.2 it suffices to show that the conditions of Theo-
rem 15.1 are satisfied. Since RC is normal, R,X is 0-quasi-normal. Thus we only have to show
that the conjunctive condition lists of the 0-shallow joinability notions are never satisfied for crit-
ical peaks of the form(0,0). Thus, assumeϕ ∈ S UB (V,T (X)) andn0,n1≺ ω such that∀i≺2.
( Diϕ fulfilled w.r.t.−→R,X,ni −̇1 ) and ∀δ≺n0+n1. ( R,X is 0-shallow confluent up toδ ). By the
assumed complementarity there must be complementary equation literals inD0 andD1. Due to
our symmetry in 0 and 1 so far, we may w.l.o.g. assume that(u=v) occurs inD0 and(u6=v) occurs
in D1 or else that(p=true) occurs inD0 and(p=false) occurs inD1. Since negative conditions are
not allowed for constructor rules we must be in the latter case here. Due to the definition of com-
plementarity,true andfalse are distinct irreducible ground terms. Thus we havepϕ ∗

−→n0−̇1true

and pϕ ∗
−→n1−̇1false. In case ofn0,n1�1 this implies the contradictingtrue= pϕ= false. Oth-

erwise, in case ofn0�1 we have(n0−̇1)+(n1−̇1)≺ n0+n1 and thus by our above assumption
R,X is 0-shallow confluent up to(n0−̇1)+(n1−̇1). This implies the contradictingtrue ↓ false.

Q.e.d. (Theorem 15.3)

Proof of Theorem 15.4
1⇒ 2: Directly by Lemma B.5. 2⇒ 1: Directly by Lemma 6.3.
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Proof of Lemma A.1

Forn≺ ω we are going to show by induction onn the following property:

w0←−q ωu−→q ω+nw1 ⇒ w0−→q ω+n◦
∗
−→ω[+(n−̇1)]

◦
∗
←−ωw1.

u ‖
ω+n

> w1

w0

==
∨

ω

‖
ω+n

> ◦
∗

ω[+(n−̇1)]
> ◦

∗
∨

ω

Claim 1:If the above property holds for a fixedn≺ ω, and
∀k≺n. (R,X is ω-shallow confluent up tok), then −→q ω+n◦

∗
−→ω[+(n−̇1)]

strongly commutes over
∗
−→ω.
Proof of Claim 1:By Lemma 3.3 it suffices to show that−→q ω+n◦

∗
−→ω[+(n−̇1)]

strongly commutes

over−→ω. Assumew0←−ωu−→q ω+nw1
∗
−→ω[+(n−̇1)]

w′ (cf. diagram below). By the above property

there is somev′ with w0−→q ω+n◦
∗
−→ω[+(n−̇1)]

v′
∗
←−ωw1. We only have to show that we can close

the peakv′
∗
←−ωw1

∗
−→ω[+(n−̇1)]

w′ according tov′
∗
−→ω[+(n−̇1)]

◦
∗
←−ωw′. [In case of n=0 : ] This

is possible due to confluence of−→ω. [Otherwise we haven−̇1≺n and due to the assumed
ω-shallow confluence up ton−̇1 this is possible again.]

u ‖
ω+n

> w1
∗

ω[+(n−̇1)]
> w′

w0
∨

ω

‖
ω+n

> ◦
∗

ω[+(n−̇1)]
> v′

∗
∨

ω

∗
ω[+(n−̇1)]

> ◦

∗
∨

ω

Q.e.d. (Claim 1)

Claim 2:If the above property holds for a fixedn≺ ω, and
∀k≺n. (R,X is ω-shallow confluent up tok), then−→ω+n and−→ω are commuting.

Proof of Claim 2: −→q ω+n◦
∗
−→ω[+(n−̇1)]

and
∗
−→ω are commuting by Lemma 3.3 and Claim 1.

Since by Corollary 2.14 and Lemma 2.12 we have−→ω+n ⊆−→q ω+n◦
∗
−→ω[+(n−̇1)]

⊆
∗
−→ω+n, now

−→ω+n and−→ω are commuting, too. Q.e.d. (Claim 2)

Claim 3: If the above property holds for alln � m for somem≺ ω, then R,X is ω-shallow
confluent up tom.
Proof of Claim 3:By induction onm in ≺ . Assume i+ωn�m and w0

∗
←−ω+i u

∗
−→ω+nw1. By

definition of ‘+ω ’ and i+ωn≺ω w.l.o.g. we havei =0 and n�m. By Claim 2 and our induction
hypothesis we finally getw0

∗
−→ω+n ◦

∗
←−ωw1 as desired. Q.e.d. (Claim 3)
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Note that our property for is trivial forn=0 since then by Corollary 2.14 we have−→q ω+n =

−→q ω ⊆
∗
−→ω and−→ω is confluent.

The benefit of claims 1 and 3 is twofold: First, they say that our lemma is valid if the above prop-
erty holds for alln≺ω. Second, they strengthen the property when used as induction hypothesis.
Thus (writingn+1 instead ofn since we may assume 0≺n) it now suffices to show forn≺ω that

w0←−q ω,Π0
u−→q ω+n+1,Π1

w1

together with our induction hypothesis that

R,X is ω-shallow confluent up ton

implies
w0−→q ω+n+1◦

∗
−→ω[+n]

◦
∗
←−ωw1.

u ‖
ω+n+1,Π1

> w1

w0

==
∨

ω,Π0

‖
ω+n+1

> ◦
∗

ω[+n]
> ◦

∗
∨

ω

W.l.o.g. let the positions ofΠ0 (and Π1) be maximal in the sense that for anyp ∈ Π0

(or else p ∈ Π1) and Ξ ⊆ POS (u)∩(pN+) we do not have w0←−q ω,(Π0\{p})∪Ξu (or else
u−→q ω+n+1,(Π1\{p})∪Ξw1) anymore. Then for eachi ≺ 2 andp ∈ Πi there are ((l i,p, r i,p),Ci,p) ∈ R
and µi,p ∈ S UB (V,T (X)) with u/p= l i,pµi,p, r i,pµi,p=wi/p. Moreover, for eachp ∈ Π0:
l0,p∈T (cons,VSIG⊎VC ) andC0,pµ0,p is fulfilled w.r.t.−→ω. Similarly, for eachp∈Π1: C1,pµ1,p

is fulfilled w.r.t.−→ω+n. Finally, for eachi ≺ 2: wi =u[ p← r i,pµi,p | p∈Πi ].
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Claim 5:We may assume∀p∈Π1. l1,p 6∈T (cons,VSIG⊎VC ).
Proof of Claim 5: Define Ξ := { p∈Π1 | l1,p∈T (cons,VSIG⊎VC ) } and u′ :=
u[ p← r1,pµ1,p | p∈Π1\Ξ ]. If we have succeeded with our proof under the assumption of

Claim 5, then we have shownw0−→q ω+n+1◦
∗
−→ω[+n]

v′
∗
←−ωu′ for somev′ (cf. diagram below). By

Lemma 13.2 (matching both itsµ andν to ourµ1,p) we get ∀p∈Ξ. l1,pµ1,p−→ωr1,pµ1,p. Thus

from v′
∗
←−ωu′

∗
−→ωw1 we get v′

∗
−→ω ◦

∗
←−ωw1 by confluence of−→ω.

u ‖
ω+n+1,Π1\Ξ

> u′
∗
ω

> w1

w0

==
∨

ω,Π0

‖
ω+n+1

> ◦
∗

ω[+n]
> v′

∗
∨

ω

∗
ω

> ◦

∗
∨

ω

Q.e.d. (Claim 5)

Define the set of inner overlapping positions by
Ω(Π0,Π1) :=

[

i≺2

{ p∈Π1−i | ∃q∈Πi . ∃q
′∈N∗. p=qq′ },

and the length of a term byλ( f (t0, . . . ,tm−1)) := 1+∑ j≺mλ(t j).

Now we start a second level of induction on ∑
p′∈Ω(Π0,Π1)

λ(u/p′) in ≺ .

Define the set of top positions by
Θ := { p∈Π0∪Π1 | ¬∃q∈Π0∪Π1. ∃q

′∈N+. p=qq′ }.
Since the prefix ordering is wellfounded we have∀i≺2. ∀p∈Πi . ∃q∈Θ. ∃q′∈N∗. p=
qq′. Then ∀i≺2. wi =wi [q← wi/q | q∈Θ ]=u[ p← r i,pµi,p | p∈Πi ][q← wi/q | q∈Θ ]=
u[q← wi/q | q∈Θ ]. Thus, it now suffices to show for allq∈Θ

w0/q−→q ω+n+1◦
∗
−→ω[+n]

◦
∗
←−ωw1/q

because then we have
w0=u[q← w0/q | q∈Θ ]−→q ω+n+1◦

∗
−→ω[+n]

◦
∗
←−ωu[q← w1/q | q∈Θ ]=w1.

Therefore we are left with the following two cases forq∈Θ:
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q 6∈Π1: Then q∈Π0. DefineΠ′1 := { p | qp∈Π1 }. We have two cases:

“The variable overlap (if any) case”:∀p∈Π′1∩POS (l0,q). l0,q/p∈V:

l0,qµ0,q ‖
ω+n+1

> w1/q

l0,qν

∗
∨

ω

w0/q
∨

ω, /0

===== r0,qµ0,q ‖
ω+n+1

> ◦
∗
ω

> r0,qν
∨

ω

Define a functionΓ on V by (x∈V): Γ(x) := { (p′, p′′) | l0,q/p′=x ∧ p′p′′ ∈Π′1 }.
Claim 7:There is someν ∈ S UB (V,T (X)) with

∀x∈ V.

(

xµ0,q−→q ω+n+1◦
∗
−→ωxν

∧ ∀p′∈dom(Γ(x)). xν ∗
←−ωxµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]

)

.

Proof of Claim 7:
In case of dom(Γ(x))= /0 we define xν := xµ0,q. If there is somep′ such that dom(Γ(x))=
{p′} we definexν := xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]. This is appropriate since due
to ∀(p′, p′′)∈Γ(x). xµ0,q/p′′= l0,qµ0,q/p′p′′=u/qp′p′′= l1,qp′p′′µ1,qp′p′′ we have

xµ0,q=xµ0,q[ p′′← l1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]−→q ω+n+1

xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]=xν.
Finally, in case of |dom(Γ(x))| ≻ 1, l0,q is not linear inx. By the conditions of our lemma, this
implies x∈VC . Thereforexµ0,q∈T (cons,VC ). Together with

∀p′∈dom(Γ(x)). xµ0,q
∗
−→ω+n+1xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ] this implies

∀p′∈dom(Γ(x)). xµ0,q
∗
−→ωxµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ] ∈ T (cons,VC )

by Lemma 2.10. By confluence of−→ω and Lemma 2.10 again, there is somet ∈ T (cons,VC )
with
∀p′∈dom(Γ(x)). xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]

∗
−→ωt. Therefore we can de-

fine xν := t in this case. This is appropriate since by∃p′∈dom(Γ(x)). xµ0,q
∗
−→ω

xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]
∗
−→ωxν we havexµ0,q

∗
−→ωxν. Q.e.d. (Claim 7)

Claim 8: l0,qν ∗
←−ωw1/q.

Proof of Claim 8:
By Claim 7 we getw1/q=u/q[ p′p′′← r1,qp′p′′µ1,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l0,q[ p′← xµ0,q | l0,q/p′=x∈V ][ p′p′′← r1,qp′p′′µ1,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=

l0,q[ p′← xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ] | l0,q/p′=x∈V ]
∗
−→ω

l0,q[ p′← xν | l0,q/p′=x∈V ]= l0,qν. Q.e.d. (Claim 8)

Claim 9: w0/q−→q ω+n+1◦
∗
−→ωr0,qν.

Proof of Claim 9:Since w0/q= r0,qµ0,q, this follows directly from Claim 7. Q.e.d. (Claim 9)

By claims 8 and 9 it now suffices to showr0,qν←−ω l0,qν, which again follows from Lemma 13.2

since ∀x∈V. xµ0,q
∗
−→ω+n+1xν by Claim 7 and Corollary 2.14.

Q.e.d. (“The variable overlap (if any) case”)
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“The critical peak case”: There is somep∈Π′1∩POS (l0,q) with l0,q/p 6∈V:

l0,qµ0,q ω+n+1, p
> u′ ‖

ω+n+1,Π′1\{p}
> w1/q

w0/q
∨

ω, /0

====== w0/q

==

∨

ω,Π′′

‖
ω+n+1

> ◦
∗

ω[+n]
> ◦

∗

∨

ω

Claim 10: p 6= /0.
Proof of Claim 10:If p= /0, then /0∈Π′1, then q∈Π1, which contradicts our global case
assumption. Q.e.d. (Claim 10)

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l1,qp, r1,qp),C1,qp))]∩V (((l0,q, r0,q),C0,q)) = /0.
Define Y:= ξ[V (((l1,qp, r1,qp),C1,qp))]∪V (((l0,q, r0,q),C0,q)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ0,q if x∈ V (((l0,q, r0,q),C0,q))
xξ−1µ1,qp else

}

(x∈V).

By l1,qpξρ= l1,qpξξ−1µ1,qp=u/qp= l0,qµ0,q/p= l0,qρ/p=(l0,q/p)ρ
let σ := mgu({(l1,qpξ, l0,q/p)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
Defineu′ := l0,qµ0,q[ p← r1,qpµ1,qp]. We get

u′=u/q[ p′← l1,qp′µ1,qp′ | p′∈Π′1\{p} ][ p← r1,qpµ1,qp]−→q ω+n+1,Π′1\{p}

u/q[ p′← r1,qp′µ1,qp′ | p′∈Π′1 ]=w1/q.
If l0,q[ p← r1,qpξ ]σ= r0,qσ, then the proof is finished due to

w0/q= r0,qµ0,q= r0,qσϕ= l0,q[ p← r1,qpξ ]σϕ=u′−→q ω+n+1,Π′1\{p}
w1/q.

Otherwise we have((l0,q[ p← r1,qpξ ]σ,C1,qpξσ,1), (r0,qσ,C0,qσ,0), l0,qσ, p) ∈ CP(R) (due to
Claim 5); p 6= /0 (due to Claim 10);C1,qpξσϕ = C1,qpµ1,qp is fulfilled w.r.t.−→ω+n; C0,qσϕ =
C0,qµ0,q is fulfilled w.r.t. −→ω. Since R,X is ω-shallow confluent up ton (by our induction
hypothesis), due to our assumedω-shallow parallel closedness up toω (matching the definition’s
n0 to ourn+1 and itsn1 to 0) we haveu′= l0,q[ p← r1,qpξ ]σϕ−→q ωr0,qσϕ= r0,qµ0,q=w0/q. We
then havew0/q←−q ω,Π′′u′−→q ω+n+1,Π′1\{p}

w1/q for someΠ′′. We can finish the proof in this case
due to our second induction level since

∑
p′′∈Ω(Π′′,Π′1\{p})

λ(u′/p′′) � ∑
p′′∈Π′1\{p}

λ(u′/p′′) = ∑
p′′∈Π′1\{p}

λ(u/qp′′)

≺ ∑
p′′∈Π′1

λ(u/qp′′) = ∑
p′∈qΠ′1

λ(u/p′) = ∑
p′∈Ω({q},Π1)

λ(u/p′) � ∑
p′∈Ω(Π0,Π1)

λ(u/p′).

Q.e.d. (“The critical peak case”) Q.e.d. (“q 6∈Π1”)
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q∈Π1: DefineΠ′0 := { p | qp∈Π0 }. We have two cases:

“The second variable overlap (if any) case”:∀p∈Π′0∩POS (l1,q). l1,q/p∈V:

l1,qµ1,q ω+n+1, /0
> w1/q

r1,qµ1,q

w

w

w

w

w

w

w0/q

==

∨

ω

====== l1,qν
ω+n+1

> r1,qν

==
∨

ω

Define a functionΓ on V by (x∈V): Γ(x) := { (p′, p′′) | l1,q/p′=x ∧ p′p′′ ∈Π′0 }.
Claim 11:There is someν ∈ S UB (V,T (X)) with

∀x∈ V.

(

xν←−q ωxµ1,q

∧ ∀p′∈dom(Γ(x)). xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]=xν

)

.

Proof of Claim 11:
In case of dom(Γ(x))= /0 we define xν := xµ1,q. If there is somep′ such that dom(Γ(x))=
{p′} we definexν := xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]. This is appropriate since due
to ∀(p′, p′′)∈Γ(x). xµ1,q/p′′= l1,qµ1,q/p′p′′=u/qp′p′′= l0,qp′p′′µ0,qp′p′′ we have

xµ1,q=xµ1,q[ p′′← l0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]−→q ω

xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]=xν.
Finally, in case of |dom(Γ(x))| ≻ 1, l1,q is not linear inx. By the conditions of our lemma, this
contradicts Claim 5. Q.e.d. (Claim 11)

Claim 12: w0/q= l1,qν.
Proof of Claim 12:
By Claim 11 we getw0/q=u/q[ p′p′′← r0,qp′p′′µ0,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l1,q[ p′← xµ1,q | l1,q/p′=x∈V ][ p′p′′← r0,qp′p′′µ0,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l1,q[ p′← xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ] | l1,q/p′=x∈V ]=
l1,q[ p′← xν | l1,q/p′=x∈V ]= l1,qν. Q.e.d. (Claim 12)

Claim 13: r1,qν←−q ωw1/q.
Proof of Claim 13:Since r1,qµ1,q=w1/q, this follows directly from Claim 11. Q.e.d. (Claim 13)

By claims 12 and 13 using Corollary 2.14 it now suffices to showl1,qν−→ω+n+1r1,qν, which
again follows from Claim 11, Lemma 13.8 (matching itsn0 to 0 and itsn1 to our n) and our
induction hypothesis that R,X is ω-shallow confluent up ton.

Q.e.d. (“The second variable overlap (if any) case”)
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“The second critical peak case”: There is somep∈Π′0∩POS (l1,q) with l1,q/p 6∈V:

l1,qµ1,q ω+n+1, /0
> w1/q

u′
∨

ω, p

‖
ω+n+1

> v1
∗

ω[+n]
> v2

∗
∨

ω

w0/q

==
∨

ω,Π′0\{p}

‖
ω+n+1

> ◦
∗

ω[+n]
> v′1

∗
∨

ω

∗
ω[+n]

> ◦

∗
∨

ω

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l0,qp, r0,qp),C0,qp))]∩V (((l1,q, r1,q),C1,q)) = /0.
Define Y:= ξ[V (((l0,qp, r0,qp),C0,qp))]∪V (((l1,q, r1,q),C1,q)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ1,q if x∈ V (((l1,q, r1,q),C1,q))
xξ−1µ0,qp else

}

(x∈V).

By l0,qpξρ= l0,qpξξ−1µ0,qp=u/qp= l1,qµ1,q/p= l1,qρ/p=(l1,q/p)ρ
let σ := mgu({(l0,qpξ, l1,q/p)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
Defineu′ := l1,qµ1,q[ p← r0,qpµ0,qp]. We get

w0/q=u/q[ p′← r0,qp′µ0,qp′ | p′∈Π′0 ]←−q ω,Π′0\{p}

u/q[ p′← l0,qp′µ0,qp′ | p′∈Π′0\{p} ][ p← r0,qpµ0,qp]=u′.
If l1,q[ p← r0,qpξ ]σ= r1,qσ, then the proof is finished due to

w0/q←−q ω,Π′0\{p}
u′= l1,q[ p← r0,qpξ ]σϕ= r1,qσϕ= r1,qµ1,q=w1/q.

Otherwise we have((l1,q[ p← r0,qpξ ]σ,C0,qpξσ,0), (r1,qσ,C1,qσ,1), l1,qσ, p) ∈ CP(R) (due to
Claim 5); C0,qpξσϕ = C0,qpµ0,qp is fulfilled w.r.t. −→ω; C1,qσϕ = C1,qµ1,q is fulfilled w.r.t.
−→ω+n. Since R,X ω-shallow confluent up ton (by our induction hypothesis), due to our
assumedω-shallow [noisy] parallel joinability up toω (matching the definition’sn0 to 0 and
its n1 to ourn+1) we have u′= l1,q[ p← r0,qpξ ]σϕ−→q ω+n+1v1

∗
−→ω[+n]

v2
∗
←−ωr1,qσϕ= r1,qµ1,q=

w1/q for somev1, v2. We then have w0/q←−q ω,Π′0\{p}
u′−→q ω+n+1,Π′′v1 for someΠ′′. Since

∑
p′′∈Ω(Π′0\{p},Π′′)

λ(u′/p′′) � ∑
p′′∈Π′0\{p}

λ(u′/p′′) = ∑
p′′∈Π′0\{p}

λ(u/qp′′) ≺ ∑
p′′∈Π′0

λ(u/qp′′) =

∑
p′∈qΠ′0

λ(u/p′) = ∑
p′∈Ω(Π0,{q})

λ(u/p′) � ∑
p′∈Ω(Π0,Π1)

λ(u/p′) due to our second induction level

we get somev′1 with w0/q−→q ω+n+1◦
∗
−→ω[+n]

v′1
∗
←−ωv1. From the peakv′1

∗
←−ωv1

∗
−→ω[+n]

v2 we

finally get v′1
∗
−→ω[+n]

◦
∗
←−ωv2 by ω-shallow confluence up to 0[+n].

Q.e.d. (“The second critical peak case”) Q.e.d. (Lemma A.1)
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Proof of Lemma A.2

Claim 0:R,X is ω-shallow confluent up toω.
Proof of Claim 0:Directly by the assumed strong commutation, cf. the proofs of the claims 2 and
3 of the proof of Lemma A.1. Q.e.d. (Claim 0)

Claim 1:If
∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

strongly commutes over
∗
−→ω+n0

, then−→ω+n1
and−→ω+n0

are commuting.
Proof of Claim 1:

∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

and
∗
−→ω+n0

are commuting by Lemma 3.3. Since

by Corollary 2.14 and Lemma 2.12 we have−→ω+n1
⊆

∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

⊆
∗
−→ω+n1

,
now−→ω+n1

and−→ω+n0
are commuting, too. Q.e.d. (Claim 1)

Forn0� n1≺ ω we are going to show by induction onn0+ωn1 the following property:

w0←−q ω+n0
u−→q ω+n1

w1 ⇒ w0
∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

◦
∗
←−ω+n0

w1.

u ‖
ω+n1

> w1

w0

==
∨

ω+n0

∗
ω

> ◦ ‖
ω+n1

> ◦
∗

ω+(n1−̇1)
> ◦

∗
∨

ω+n0
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Claim 2:Let δ≺ ω+ω. If

∀n0,n1≺ω.











(

n0�n1

∧ n0+ωn1�δ

)

⇒ ∀w0,w1,u.

(

w0←−q ω+n0
u−→q ω+n1

w1

⇒ w0
∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

◦
∗
←−ω+n0

w1

)











,

then

∀n0,n1≺ω.





(

n0�n1

∧ n0+ωn1�δ

)

⇒
∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

strongly commutes over
∗
−→ω+n0



,

and R,X is ω-shallow confluent up toδ.
Proof of Claim 2:By induction onδ in ≺ . First we show the strong commutation. Assume
n0 � n1 ≺ ω with n0+ωn1�δ. By Lemma 3.3 it suffices to show that

∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

strongly commutes over−→ω+n0
. Assume u′′←−ω+n0

u′
∗
−→ωu−→q ω+n1

w1
∗
−→ω+(n1−̇1)

w2 (cf. dia-
gram below). By the strong commutation assumed for our lemmaand Corollary 2.14, there are
w0 and w′0 with u′′

∗
−→ωw′0

∗
←−ω+(n0−̇1)

w0←−q ω+n0
u. By the above property there are somew3,

w′1 with w0
∗
−→ωw3−→q ω+n1

◦
∗
−→ω+(n1−̇1)

w′1
∗
←−ω+n0

w1. Next we show that we can close the peak

w′1
∗
←−ω+n0

w1
∗
−→ω+(n1−̇1)

w2 according to w′1
∗
−→ω+(n1−̇1)

w′2
∗
←−ω+n0

w2 for somew′2. In case of
n1=0 this is possible due to theω-shallow confluence up toω given by Claim 0. Otherwise
we have n0+ω(n1−̇1)≺n0+ωn1�δ and due to our induction hypothesis (saying that R,X is ω-
shallow confluent up to allδ′ ≺ δ) this is possible again. By Claim 0 again, we can close the peak
w′0

∗
←−ω+(n0−̇1)

w0
∗
−→ωw3 according tow′0

∗
−→ωw′3

∗
←−ω+(n0−̇1)

w3 for somew′3. To close the whole

diagram, we only have to show that we can close the peakw′3
∗
←−ω+(n0−̇1)

w3−→q ω+n1
◦
∗
−→ω+(n1−̇1)

w′2
according tow′3

∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

◦
∗
←−ω+(n0−̇1)

w′2. In case ofn0=0 this is possible due
to the strong commutation assumed for our lemma. Otherwise we have n0−̇1≺n0�n1 and
(n0−̇1)+ωn1≺n0+ωn1�δ, and then due to our induction hypothesis this is possible again.

u′
∗
ω

> u ‖
ω+n1

> w1
∗

ω+(n1−̇1)
> w2

w0

==
∨

ω+n0

∗
ω

> w3 ‖
ω+n1

> ◦
∗

ω+(n1−̇1)
> w′1

∗
∨

ω+n0

∗
ω+(n1−̇1)

> w′2

∗
∨

ω+n0

u′′
∨

ω+n0

∗
ω

> w′0

∗
∨

ω+(n0−̇1)

∗
ω

> w′3

∗
∨

ω+(n0−̇1)

∗
ω

> ◦ ‖
ω+n1

> ◦
∗

ω+(n1−̇1)
> ◦

∗
∨

ω+(n0−̇1)

Finally we showω-shallow confluence up toδ. Assumen0+ωn1�δ and w0
∗
←−ω+n0

u
∗
−→ω+n1

w1.
Due to symmetry inn0 and n1 we may assume n0�n1. Above we have shown that
∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

strongly commutes over
∗
−→ω+n0

. By Claim 1 we finally get

w0
∗
−→ω+n1

◦
∗
←−ω+n0

w1 as desired. Q.e.d. (Claim 2)
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Note that for n0=0 our property follows from←−q ω ⊆
∗
←−ω (by Corollary 2.14) and the

assumption of our lemma that for eachn1 ≺ ω: −→q R,X,ω+n1
◦
∗
−→

R,X,ω+(n1−̇1)
strongly commutes

over
∗
−→R,X,ω.

The benefit of Claim 2 is twofold: First, it says that our lemmais valid if the above property
holds for alln0� n1≺ω. Second, it strengthens the property when used as inductionhypothesis.
Thus (writingni+1 instead ofni since we may assume 0≺n0�n1) it now suffices to show for
n0� n1≺ ω that

w0←−q ω+n0+1,Π0
u−→q ω+n1+1,Π1

w1

together with our induction hypotheses that

∀δ≺(n0+1)+ω(n1+1). R,X is ω-shallow confluent up toδ
and (due ton0�n1+1 andn0+ω(n1+1)≺(n0+1)+ω(n1+1))

∗
−→ω◦−→q ω+n1+1◦

∗
−→ω+n1

strongly commutes over
∗
−→ω+n0

implies
w0

∗
−→ω◦−→q ω+n1+1◦

∗
−→ω+n1

◦
∗
←−ω+n0+1w1.

u ‖
ω+n1+1,Π1

> w1

w0

==
∨

ω+n0+1,Π0

∗
ω

> ◦ ‖
ω+n1+1

> ◦
∗

ω+n1
> ◦

∗
∨

ω+n0+1

Note that for the availability of our second induction hypothesis it is important that we have
imposed the restriction “n0�n1” in opposition to the restriction “n0�n1”. In the latter case the
availability of our second induction hypothesis would require n0+1�n1+1⇒ n0�n1+1 which
is not true for n0=n1. The additional hypothesis

∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

strongly commutes over
∗
−→ω+n0+1

of the latter restriction is useless for our proof.

W.l.o.g. let the positions ofΠi be maximal in the sense that for anyp ∈ Πi and Ξ ⊆
POS (u)∩(pN+) we do not haveu−→q ω+ni+1,(Πi\{p})∪Ξwi anymore. Then for eachi ≺ 2 andp∈Πi

there are((l i,p, r i,p),Ci,p) ∈ R and µi,p ∈ S UB (V,T (X)) with u/p= l i,pµi,p, r i,pµi,p=wi/p,
Ci,pµi,p fulfilled w.r.t.−→ω+ni

. Finally, for eachi ≺ 2: wi =u[ p← r i,pµi,p | p∈Πi ].
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Claim 5:We may assume∀i≺2. ∀p∈Πi. l i,p 6∈T (cons,VSIG⊎VC ).
Proof of Claim 5: Define Ξi := { p∈Πi | l i,p∈T (cons,VSIG⊎VC ) } and u′i :=
u[ p← r i,pµi,p | p∈Πi\Ξi ]. If we have succeeded with our proof under the assumption of

Claim 5, then we have shownu′0
∗
−→ωv0−→q ω+n1+1◦

∗
−→ω+n1

v1
∗
←−ω+n0+1u

′
1 for somev0, v1 (cf.

diagram below). By Lemma 13.2 (matching both itsµ andν to ourµi,p) we get ∀i≺2. ∀p∈Ξi.

l i,pµi,p−→ωr i,pµi,p and therefore∀i≺2. u′i
∗
−→ωwi . Thus from v1

∗
←−ω+n0+1u

′
1
∗
−→ωw1 we get

v1
∗
−→ωv2

∗
←−ω+n0+1w1 for somev2 by ω-shallow confluence up toω (cf. Claim 0). For the same

reason we can close the peakw0
∗
←−ωu′0

∗
−→ωv0 according tow0

∗
−→ωv′0

∗
←−ωv0 for somev′0. By

the assumption of our lemma that−→q R,X,ω+n1+1◦
∗
−→R,X,ω+n1

strongly commutes over
∗
−→ω , from

v′0
∗
←−ωv0−→q ω+n1+1◦

∗
−→ω+n1

v1
∗
−→ω+n1

v2 we can finally concludev′0−→q ω+n1+1◦
∗
−→ω+n1

◦
∗
←−ωv2.

u ‖
ω+n1+1,Π1\Ξ1

> u′1
∗
ω

> w1

u′0

==
∨

ω+n0+1,Π0\Ξ0

∗
ω

> v0 ‖
ω+n1+1

> ◦
∗

ω+n1
> v1

∗
∨

ω+n0+1

∗
ω

> v2

∗
∨

ω+n0+1

w0

∗
∨

ω

∗
ω

> v′0

∗
∨

ω

‖
ω+n1+1

> ◦
∗

ω+n1
> ◦

∗
∨

ω

Q.e.d. (Claim 5)

Define the set of inner overlapping positions by
Ω(Π0,Π1) :=

[

i≺2

{ p∈Π1−i | ∃q∈Πi . ∃q
′∈N∗. p=qq′ },

and the length of a term byλ( f (t0, . . . ,tm−1)) := 1+∑ j≺mλ(t j).

Now we start a second level of induction on ∑
p′∈Ω(Π0,Π1)

λ(u/p′) in ≺ .

Define the set of top positions by
Θ := { p∈Π0∪Π1 | ¬∃q∈Π0∪Π1. ∃q

′∈N+. p=qq′ }.
Since the prefix ordering is wellfounded we have∀i≺2. ∀p∈Πi . ∃q∈Θ. ∃q′∈N∗. p=
qq′. Then ∀i≺2. wi =wi [q← wi/q | q∈Θ ]=u[ p← r i,pµi,p | p∈Πi ][q← wi/q | q∈Θ ]=
u[q← wi/q | q∈Θ ]. Thus, it now suffices to show for allq∈Θ

w0/q
∗
−→ω◦−→q ω+n1+1◦

∗
−→ω+n1

◦
∗
←−ω+n0+1w1/q

because then we have
w0=u[q← w0/q | q∈Θ ]

∗
−→ω◦−→q ω+n1+1◦

∗
−→ω+n1

◦
∗
←−ω+n0+1u[q← w1/q | q∈Θ ]=w1.

Therefore we are left with the following two cases forq∈Θ:
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q 6∈Π1: Then q∈Π0. DefineΠ′1 := { p | qp∈Π1 }. We have two cases:

“The variable overlap (if any) case”:∀p∈Π′1∩POS (l0,q). l0,q/p∈V:

l0,qµ0,q ‖
ω+n1+1

> w1/q

l0,qν

w

w

w

w

w

w0/q
∨

ω+n0+1, /0

===== r0,qµ0,q ‖
ω+n1+1

> r0,qν
∨

ω+n0+1

Define a functionΓ on V by (x∈V): Γ(x) := { (p′, p′′) | l0,q/p′=x ∧ p′p′′ ∈Π′1 }.
Claim 7:There is someν ∈ S UB (V,T (X)) with

∀x∈ V.

(

xµ0,q−→q ω+n1+1xν
∧ ∀p′∈dom(Γ(x)). xν=xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]

)

.

Proof of Claim 7:
In case of dom(Γ(x))= /0 we define xν := xµ0,q. If there is somep′ such that dom(Γ(x))=
{p′} we definexν := xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]. This is appropriate since due
to ∀(p′, p′′)∈Γ(x). xµ0,q/p′′= l0,qµ0,q/p′p′′=u/qp′p′′= l1,qp′p′′µ1,qp′p′′ we have

xµ0,q=xµ0,q[ p′′← l1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]−→q ω+n1+1

xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]=xν.
Finally, in case of |dom(Γ(x))| ≻ 1, l0,q is not linear inx. By the conditions of our lemma and
Claim 5 this impliesx∈VC . Since there is some(p′, p′′) ∈ Γ(x) with xµ0,q/p′′= l1,qp′p′′µ1,qp′p′′

this implies l1,qp′p′′µ1,qp′p′′∈T (cons,VC ) and then l1,qp′p′′∈T (cons,VSIG⊎VC ) which contra-
dicts Claim 5. Q.e.d. (Claim 7)

Claim 8: l0,qν=w1/q.
Proof of Claim 8:
By Claim 7 we getw1/q=u/q[ p′p′′← r1,qp′p′′µ1,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l0,q[ p′← xµ0,q | l0,q/p′=x∈V ][ p′p′′← r1,qp′p′′µ1,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l0,q[ p′← xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ] | l0,q/p′=x∈V ]=
l0,q[ p′← xν | l0,q/p′=x∈V ]= l0,qν. Q.e.d. (Claim 8)

Claim 9: w0/q−→q ω+n1+1r0,qν.
Proof of Claim 9:Since w0/q= r0,qµ0,q, this follows directly from Claim 7. Q.e.d. (Claim 9)

By claims 8 and 9 it now suffices to showl0,qν−→ω+n0+1r0,qν, which again follows from
Lemma 13.8 since R,X is ω-shallow confluent up to(n1+1)+ωn0 by our induction hypothesis
and since∀x∈V. xµ0,q

∗
−→ω+n1+1xν by Claim 7 and Corollary 2.14.

Q.e.d. (“The variable overlap (if any) case”)
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“The critical peak case”: There is somep∈Π′1∩POS (l0,q) with l0,q/p 6∈V:

l0,qµ0,q ω+n1+1, p
>u′ ‖

ω+n1+1,Π′1\{p}
> w1/q

v1

==
∨

ω+n0+1

∗
ω

> ◦ ‖
ω+n1+1

> ◦
∗

ω+n1
> v′1

∗
∨

ω+n0+1

w0/q
∨

ω+n0+1, /0

∗
ω

> v2

∗
∨

ω+n0

∗
ω

> ◦ ‖
ω+n1+1

> ◦
∗

ω+n1
> ◦

∗
∨

ω+n0

Claim 10: p 6= /0.
Proof of Claim 10:If p= /0, then /0∈Π′1, then q∈Π1, which contradicts our global case
assumption. Q.e.d. (Claim 10)

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l1,qp, r1,qp),C1,qp))]∩V (((l0,q, r0,q),C0,q)) = /0.
Define Y:= ξ[V (((l1,qp, r1,qp),C1,qp))]∪V (((l0,q, r0,q),C0,q)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ0,q if x∈ V (((l0,q, r0,q),C0,q))
xξ−1µ1,qp else

}

(x∈V).

By l1,qpξρ= l1,qpξξ−1µ1,qp=u/qp= l0,qµ0,q/p= l0,qρ/p=(l0,q/p)ρ
let σ := mgu({(l1,qpξ, l0,q/p)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
Defineu′ := l0,qµ0,q[ p← r1,qpµ1,qp]. We get

u′=u/q[ p′← l1,qp′µ1,qp′ | p′∈Π′1\{p} ][ p← r1,qpµ1,qp]−→q ω+n1+1,Π′1\{p}

u/q[ p′← r1,qp′µ1,qp′ | p′∈Π′1 ]=w1/q.
If l0,q[ p← r1,qpξ ]σ= r0,qσ, then the proof is finished due to

w0/q= r0,qµ0,q= r0,qσϕ= l0,q[ p← r1,qpξ ]σϕ=u′−→q ω+n1+1,Π′1\{p}
w1/q.

Otherwise we have((l0,q[ p← r1,qpξ ]σ,C1,qpξσ,1), (r0,qσ,C0,qσ,1), l0,qσ, p) ∈ CP(R) (due
to Claim 5); p 6= /0 (due to Claim 10); C1,qpξσϕ = C1,qpµ1,qp is fulfilled w.r.t.
−→ω+n1

; C0,qσϕ = C0,qµ0,q is fulfilled w.r.t. −→ω+n0
. Since ∀δ≺(n1+1)+ω(n0+1).

R,X is ω-shallow confluent up toδ (by our induction hypothesis) due to our assumedω-shallow
parallel closedness (matching the definition’sn0 to our n1+1 and itsn1 to our n0+1) we have
u′= l0,q[ p← r1,qpξ ]σϕ−→q ω+n0+1v1

∗
−→ω+n0

v2
∗
←−ωr0,qσϕ= r0,qµ0,q=w0/q for somev1, v2. We

then havev1←−q ω+n0+1,Π′′u′−→q ω+n1+1,Π′1\{p}
w1/q for someΠ′′. By

∑
p′′∈Ω(Π′′,Π′1\{p})

λ(u′/p′′) � ∑
p′′∈Π′1\{p}

λ(u′/p′′) = ∑
p′′∈Π′1\{p}

λ(u/qp′′) ≺ ∑
p′′∈Π′1

λ(u/qp′′) =

∑
p′∈qΠ′1

λ(u/p′) = ∑
p′∈Ω({q},Π1)

λ(u/p′) � ∑
p′∈Ω(Π0,Π1)

λ(u/p′), due to our second induction level

we get somev′1 with v1
∗
−→ω◦−→q ω+n1+1◦

∗
−→ω+n1

v′1
∗
←−ω+n0+1w1/q. Finally by our induction hypo-

thesis that
∗
−→ω◦−→q ω+n1+1◦

∗
−→ω+n1

strongly commutes over
∗
−→ω+n0

the peak atv1 can be closed

according tov2
∗
−→ω◦−→q ω+n1

◦
∗
−→ω+n1

◦
∗
←−ω+n0

v′1.
Q.e.d. (“The critical peak case”) Q.e.d. (“q 6∈Π1”)
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q∈Π1: DefineΠ′0 := { p | qp∈Π0 }. We have two cases:

“The second variable overlap (if any) case”:∀p∈Π′0∩POS (l1,q). l1,q/p∈V:

l1,qµ1,q ω+n1+1, /0
> w1/q

r1,qµ1,q

w

w

w

w

w

w

w0/q

==

∨

ω+n0+1

====== l1,qν
ω+n1+1

> r1,qν

==
∨

ω+n0+1

Define a functionΓ on V by (x∈V): Γ(x) := { (p′, p′′) | l1,q/p′=x ∧ p′p′′ ∈Π′0 }.
Claim 11:There is someν ∈ S UB (V,T (X)) with

∀x∈ V.

(

xν←−q ω+n0+1xµ1,q

∧ ∀p′∈dom(Γ(x)). xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]=xν

)

.

Proof of Claim 11:
In case of dom(Γ(x))= /0 we define xν := xµ1,q. If there is somep′ such that dom(Γ(x))=
{p′} we definexν := xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]. This is appropriate since due
to ∀(p′, p′′)∈Γ(x). xµ1,q/p′′= l1,qµ1,q/p′p′′=u/qp′p′′= l0,qp′p′′µ0,qp′p′′ we have

xµ1,q=xµ1,q[ p′′← l0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]−→q ω+n0+1

xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]=xν.
Finally, in case of |dom(Γ(x))| ≻ 1, l1,q is not linear inx. By the conditions of our lemma and
Claim 5 this impliesx∈VC . Since there is some(p′, p′′) ∈ Γ(x) with xµ1,q/p′′= l0,qp′p′′µ0,qp′p′′

this implies l0,qp′p′′µ0,qp′p′′∈T (cons,VC ) and then l0,qp′p′′∈T (cons,VSIG⊎VC ) which contra-
dicts Claim 5. Q.e.d. (Claim 11)

Claim 12: w0/q= l1,qν.
Proof of Claim 12:
By Claim 11 we getw0/q=u/q[ p′p′′← r0,qp′p′′µ0,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l1,q[ p′← xµ1,q | l1,q/p′=x∈V ][ p′p′′← r0,qp′p′′µ0,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l1,q[ p′← xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ] | l1,q/p′=x∈V ]=
l1,q[ p′← xν | l1,q/p′=x∈V ]= l1,qν. Q.e.d. (Claim 12)

Claim 13: r1,qν←−q ω+n0+1w1/q.
Proof of Claim 13:Since r1,qµ1,q=w1/q, this follows directly from Claim 11. Q.e.d. (Claim 13)

By claims 12 and 13 using Corollary 2.14 it now suffices to showl1,qν−→ω+n1+1r1,qν, which
again follows from Claim 11, Corollary 2.14, Lemma 13.8 (matching itsn0 to ourn0+1 and its
n1 to ourn1), and our induction hypothesis that R,X is ω-shallow confluent up to(n0+1)+ωn1.
Q.e.d. (“The second variable overlap (if any) case”)
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“The second critical peak case”: There is somep∈Π′0∩POS (l1,q) with l1,q/p 6∈V:

l1,qµ1,q ω+n1+1, /0
> w1/q

u′
∨

ω+n0+1, p

‖
ω+n1+1

> v1
∗

ω+n1
> v2

∗
∨

ω+n0+1

w0/q

==
∨

ω+n0+1,Π′0\{p}

∗
ω

> ◦ ‖
ω+n1+1

> ◦
∗

ω+n1
> v′1

∗
∨

ω+n0+1

∗
ω+n1

> ◦

∗
∨

ω+n0+1

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l0,qp, r0,qp),C0,qp))]∩V (((l1,q, r1,q),C1,q)) = /0.
Define Y:= ξ[V (((l0,qp, r0,qp),C0,qp))]∪V (((l1,q, r1,q),C1,q)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ1,q if x∈ V (((l1,q, r1,q),C1,q))
xξ−1µ0,qp else

}

(x∈V).

By l0,qpξρ= l0,qpξξ−1µ0,qp=u/qp= l1,qµ1,q/p= l1,qρ/p=(l1,q/p)ρ
let σ := mgu({(l0,qpξ, l1,q/p)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
Defineu′ := l1,qµ1,q[ p← r0,qpµ0,qp]. We get

w0/q=u/q[ p′← r0,qp′µ0,qp′ | p′∈Π′0 ]←−q ω+n0+1,Π′0\{p}

u/q[ p′← l0,qp′µ0,qp′ | p′∈Π′0\{p} ][ p← r0,qpµ0,qp]=u′.
If l1,q[ p← r0,qpξ ]σ= r1,qσ, then the proof is finished due to

w0/q←−q ω+n0+1,Π′0\{p}
u′= l1,q[ p← r0,qpξ ]σϕ= r1,qσϕ= r1,qµ1,q=w1/q.

Otherwise we have((l1,q[ p← r0,qpξ ]σ,C0,qpξσ,1), (r1,qσ,C1,qσ,1), l1,qσ, p) ∈ CP(R) (due
to Claim 5); C0,qpξσϕ = C0,qpµ0,qp is fulfilled w.r.t. −→ω+n0

; C1,qσϕ = C1,qµ1,q is
fulfilled w.r.t. −→ω+n1

. Since ∀δ≺(n0+1)+ω(n1+1). R,X is ω-shallow confluent up toδ
(by our induction hypothesis) due to our assumedω-shallow noisy parallel joinability
(matching the definition’sn0 to our n0+1 and its n1 to our n1+1 ) we have u′=
l1,q[ p← r0,qpξ ]σϕ−→q ω+n1+1v1

∗
−→ω+n1

v2
∗
←−ω+n0+1r1,qσϕ= r1,qµ1,q=w1/q for somev1, v2. We

then havew0/q←−q ω+n0+1,Π′0\{p}
u′−→q ω+n1+1,Π′′v1 for someΠ′′. Since ∑

p′′∈Ω(Π′0\{p},Π′′)
λ(u′/p′′) �

∑
p′′∈Π′0\{p}

λ(u′/p′′) = ∑
p′′∈Π′0\{p}

λ(u/qp′′) ≺ ∑
p′′∈Π′0

λ(u/qp′′) = ∑
p′∈qΠ′0

λ(u/p′) =

∑
p′∈Ω(Π0,{q})

λ(u/p′) � ∑
p′∈Ω(Π0,Π1)

λ(u/p′) due to our second induction level we get somev′1

with w0/q
∗
−→ω◦−→q ω+n1+1◦

∗
−→ω+n1

v′1
∗
←−ω+n0+1v1. Finally the peak atv1 can be closed according

to v′1
∗
−→ω+n1

◦
∗
←−ω+n0+1v2 by our induction hypothesis saying that R,X is ω-shallow confluent

up to(n0+1)+ωn1.
Q.e.d. (“The second critical peak case”) Q.e.d. (Lemma A.2)



115

Proof of Lemma A.3

Forn≺ ω we are going to show by induction onn the following property:

w0←−ωu−→q ω+nw1 ⇒ w0
∗
−→ω◦−→q ω+n◦

∗
−→ω[+(n−̇1)]

◦
∗
←−ωw1.

u ‖
ω+n

> w1

w0
∨

ω

∗
ω

> ◦ ‖
ω+n

> ◦
∗

ω[+(n−̇1)]
> ◦

∗
∨

ω

Claim 1:If the above property holds for a fixedn≺ ω, and
∀k≺n. (R,X is ω-shallow confluent up tok), then

∗
−→ω◦−→q ω+n◦

∗
−→ω[+(n−̇1)]

strongly commutes

over
∗
−→ω .

Proof of Claim 1:By Lemma 3.3 it suffices to show that
∗
−→ω◦−→q ω+n◦

∗
−→ω[+(n−̇1)]

strongly com-

mutes over−→ω. Assume u′′←−ωu′
∗
−→ωu−→q ω+nw1

∗
−→ω[+(n−̇1)]

w2 (cf. diagram below). By

the strong confluence of−→ω assumed for our lemma we can close the peaku′′←−ωu′
∗
−→ωu

according to u′′
∗
−→ωw0

=
←−ωu for somew0. By the above property there is somew′1 with

w0
∗
−→ω◦−→q ω+n◦

∗
−→ω[+(n−̇1)]

w′1
∗
←−ωw1. We only have to show that we can close the peak

w′1
∗
←−ωw1

∗
−→ω[+(n−̇1)]

w2 according tow′1
∗
−→ω[+(n−̇1)]

◦
∗
←−ωw2. [In case ofn=0 : ] This is possi-

ble due to confluence of−→ω. [Otherwise we haven−̇1≺n and due to the assumedω-shallow
confluence up ton−̇1 this is possible again.]

u′
∗
ω

> u ‖
ω+n

> w1
∗

ω[+(n−̇1)]
> w2

u′′
∨

ω

∗
ω

> w0

=

∨
ω

∗
ω

> ◦ ‖
ω+n

> ◦
∗

ω[+(n−̇1)]
> w′1

∗
∨

ω

∗
ω[+(n−̇1)]

> ◦

∗
∨

ω

Q.e.d. (Claim 1)

Claim 2:If the above property holds for a fixedn≺ ω, and
∀k≺n. (R,X is ω-shallow confluent up tok), then−→ω+n and−→ω are commuting.

Proof of Claim 2:
∗
−→ω◦−→q ω+n◦

∗
−→ω[+(n−̇1)]

and
∗
−→ω are commuting by Lemma 3.3 and

Claim 1. Since by Corollary 2.14 and Lemma 2.12 we have−→ω+n⊆
∗
−→ω◦−→q ω+n◦

∗
−→ω[+(n−̇1)]

⊆
∗
−→ω+n, now−→ω+n and−→ω are commuting, too. Q.e.d. (Claim 2)

Claim 3: If the above property holds for alln � m for somem≺ ω, then R,X is ω-shallow
confluent up tom.
Proof of Claim 3:By induction onm in ≺ . Assume i+ωn�m and w0

∗
←−ω+i u

∗
−→ω+nw1. By

definition of ‘+ω ’ and i+ωn≺ω w.l.o.g. we havei =0 and n�m. By Claim 2 and our induction
hypothesis we finally getw0

∗
−→ω+n ◦

∗
←−ωw1 as desired. Q.e.d. (Claim 3)
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Note that our property for is trivial forn=0 since then by Corollary 2.14 we have−→q ω+n =

−→q ω ⊆
∗
−→ω and−→ω is confluent.

The benefit of claims 1 and 3 is twofold: First, they say that our lemma is valid if the above prop-
erty holds for alln≺ω. Second, they strengthen the property when used as induction hypothesis.
Thus (writingn+1 instead ofn since we may assume 0≺n) it now suffices to show forn≺ω that

w0←−q ω,p̄0
u−→q ω+n+1,Π1

w1

together with our induction hypothesis that

R,X is ω-shallow confluent up ton

implies
w0

∗
−→ω◦−→q ω+n+1◦

∗
−→ω[+n]

◦
∗
←−ωw1.

u ‖
ω+n+1,Π1

> w1

w0
∨

ω, p̄0

∗
ω

> ◦ ‖
ω+n+1

> ◦
∗

ω[+n]
> ◦

∗
∨

ω

There are ((l0,p̄0, r0,p̄0),C0,p̄0) ∈ R and µ0,p̄0 ∈ S UB (V,T (X)) such that
l0,p̄0∈T (cons,VSIG⊎VC ), u/p̄0= l0,p̄0µ0,p̄0, C0,p̄0µ0,p̄0 is fulfilled w.r.t. −→ω, and w0=
u[ p̄0← r0,p̄0µ0,p̄0 ].

W.l.o.g. let the positions ofΠ1 be maximal in the sense that for anyp ∈ Π1 and Ξ ⊆
POS (u)∩(pN+) we do not haveu−→q ω+n+1,(Π1\{p})∪Ξw1 anymore. Then for eachp ∈ Π1 there
are ((l1,p, r1,p),C1,p) ∈R and µ1,p ∈ S UB (V,T (X)) such thatu/p= l1,pµ1,p, r1,pµ1,p=w1/p
, C1,pµ1,p is fulfilled w.r.t.−→ω+n, and w1=u[ p← r1,pµ1,p | p∈Π1 ].
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Claim 5:We may assume∀p∈Π1. l1,p 6∈T (cons,VSIG⊎VC ).
Proof of Claim 5: Define Ξ := { p∈Π1 | l1,p∈T (cons,VSIG⊎VC ) } and u′ :=
u[ p← r1,pµ1,p | p∈Π1\Ξ ]. If we have succeeded with our proof under the assumption of

Claim 5, then we have shownw0
∗
−→ω◦−→q ω+n+1◦

∗
−→ω[+n]

v′
∗
←−ωu′ for somev′ (cf. diagram be-

low). By Lemma 13.2 (matching both itsµ andν to ourµ1,p) we get∀p∈Ξ. l1,pµ1,p−→ωr1,pµ1,p.

Thus from v′
∗
←−ωu′

∗
−→ωw1 we get v′

∗
−→ω ◦

∗
←−ωw1 by confluence of−→ω.

u ‖
ω+n+1,Π1\Ξ

> u′
∗
ω

> w1

w0
∨

ω

∗
ω

> ◦ ‖
ω+n+1

> ◦
∗

ω[+n]
> v′

∗
∨

ω

∗
ω

> ◦

∗
∨

ω

Q.e.d. (Claim 5)

Now we start a second level of induction on|Π1| in ≺ .

Define the set of top positions by
Θ := { p∈{p̄0}∪Π1 | ¬∃q∈{p̄0}∪Π1. ∃q

′∈N+. p=qq′ }.
Since the prefix ordering is wellfounded we have∀p∈{p̄0}∪Π1. ∃q∈Θ. ∃q′∈N∗. p=qq′. It
now suffices to show for allq∈Θ

w0/q
∗
−→ω◦−→q ω+n+1◦

∗
−→ω[+n]

◦
∗
←−ωw1/q

because then we havew0=w0[q← w0/q | q∈Θ ]=u[ p̄0← r0,p̄0µ0,p̄0 ][q← w0/q | q∈Θ ]=

u[q← w0/q | q∈Θ ]
∗
−→ω◦−→q ω+n+1◦

∗
−→ω[+n]

◦
∗
←−ωu[q← w1/q | q∈Θ ]=

u[ p← r1,pµ1,p | p∈Π1 ][q← w1/q | q∈Θ ]=w1[q← w1/q | q∈Θ ]=w1.

Therefore we are left with the following two cases forq∈Θ:
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q 6∈Π1: Then q= p̄0. DefineΠ′1 := { p | qp∈Π1 }. We have two cases:

“The variable overlap (if any) case”:∀p∈Π′1∩POS (l0,q). l0,q/p∈V:

l0,qµ0,q ‖
ω+n+1

> w1/q

l0,qν

∗
∨

ω

w0/q
∨

ω, /0

===== r0,qµ0,q ‖
ω+n+1

> ◦
∗
ω

> r0,qν
∨

ω

Define a functionΓ on V by (x∈V): Γ(x) := { (p′, p′′) | l0,q/p′=x ∧ p′p′′ ∈Π′1 }.
Claim 7:There is someν ∈ S UB (V,T (X)) with

∀x∈ V.

(

xµ0,q−→q ω+n+1◦
∗
−→ωxν

∧ ∀p′∈dom(Γ(x)). xν ∗
←−ωxµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]

)

.

Proof of Claim 7:
In case of dom(Γ(x))= /0 we define xν := xµ0,q. If there is somep′ such that dom(Γ(x))=
{p′} we definexν := xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]. This is appropriate since due
to ∀(p′, p′′)∈Γ(x). xµ0,q/p′′= l0,qµ0,q/p′p′′=u/qp′p′′= l1,qp′p′′µ1,qp′p′′ we have

xµ0,q=xµ0,q[ p′′← l1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]−→q ω+n+1

xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]=xν.
Finally, in case of |dom(Γ(x))| ≻ 1, l0,q= l0,p̄0∈T (cons,VSIG⊎VC ) is not linear inx. By the
conditions of our lemma, this impliesx∈VC . Thereforexµ0,q∈T (cons,VC ). Together with

∀p′∈dom(Γ(x)). xµ0,q
∗
−→ω+n+1xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ] this implies

∀p′∈dom(Γ(x)). xµ0,q
∗
−→ωxµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ] ∈ T (cons,VC )

by Lemma 2.10. By confluence of−→ω and Lemma 2.10 again, there is somet ∈ T (cons,VC )
with
∀p′∈dom(Γ(x)). xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]

∗
−→ωt. Therefore we can de-

fine xν := t in this case. This is appropriate since by∃p′∈dom(Γ(x)). xµ0,q
∗
−→ω

xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]
∗
−→ωxν we havexµ0,q

∗
−→ωxν. Q.e.d. (Claim 7)

Claim 8: l0,qν ∗
←−ωw1/q.

Proof of Claim 8:
By Claim 7 we getw1/q=u/q[ p′p′′← r1,qp′p′′µ1,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l0,q[ p′← xµ0,q | l0,q/p′=x∈V ][ p′p′′← r1,qp′p′′µ1,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=

l0,q[ p′← xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ] | l0,q/p′=x∈V ]
∗
−→ω

l0,q[ p′← xν | l0,q/p′=x∈V ]= l0,qν. Q.e.d. (Claim 8)

Claim 9: w0/q−→q ω+n+1◦
∗
−→ωr0,qν.

Proof of Claim 9:Since w0/q= r0,qµ0,q, this follows from Claim 7. Q.e.d. (Claim 9)

By claims 8 and 9 it now suffices to showr0,qν←−ω l0,qν, which again follows from Lemma 13.2

since ∀x∈V. xµ0,q
∗
−→ω+n+1xν by Claim 7 and Corollary 2.14.

Q.e.d. (“The variable overlap (if any) case”)
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“The critical peak case”: There is somep∈Π′1∩POS (l0,q) with l0,q/p 6∈V:

l0,qµ0,q ω+n+1,p
> u′ ‖

ω+n+1,Π′1\{p}
> w1/q

w0/q
∨

ω, /0

∗
ω

> v

=

∨

ω

∗
ω

> ◦ ‖
ω+n+1

> ◦
∗

ω[+n]
> ◦

∗

∨

ω

Claim 10: p 6= /0.
Proof of Claim 10:If p= /0, then /0∈Π′1, then q∈Π1, which contradicts our global case
assumption. Q.e.d. (Claim 10)

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l1,qp, r1,qp),C1,qp))]∩V (((l0,q, r0,q),C0,q)) = /0.
Define Y:= ξ[V (((l1,qp, r1,qp),C1,qp))]∪V (((l0,q, r0,q),C0,q)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ0,q if x∈ V (((l0,q, r0,q),C0,q))
xξ−1µ1,qp else

}

(x∈V).

By l1,qpξρ= l1,qpξξ−1µ1,qp=u/qp= l0,qµ0,q/p= l0,qρ/p=(l0,q/p)ρ
let σ := mgu({(l1,qpξ, l0,q/p)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
Defineu′ := l0,qµ0,q[ p← r1,qpµ1,qp]. We get

u′=u/q[ p′← l1,qp′µ1,qp′ | p′∈Π′1\{p} ][ p← r1,qpµ1,qp]−→q ω+n+1,Π′1\{p}

u/q[ p′← r1,qp′µ1,qp′ | p′∈Π′1 ]=w1/q.
If l0,q[ p← r1,qpξ ]σ= r0,qσ, then the proof is finished due to

w0/q= r0,qµ0,q= r0,qσϕ= l0,q[ p← r1,qpξ ]σϕ=u′−→q ω+n+1,Π′1\{p}
w1/q.

Otherwise we have((l0,q[ p← r1,qpξ ]σ,C1,qpξσ,1), (r0,qσ,C0,qσ,0), l0,qσ, p) ∈ CP(R) (due to
Claim 5); p 6= /0 (due to Claim 10);C1,qpξσϕ = C1,qpµ1,qp is fulfilled w.r.t.−→ω+n; C0,qσϕ =
C0,qµ0,q is fulfilled w.r.t. −→ω . Since R,X is ω-shallow confluent up ton (by our induction
hypothesis), due to our assumedω-shallow closedness up toω (matching the definition’sn0 to
ourn+1 and itsn1 to 0) we haveu′= l0,q[ p← r1,qpξ ]σϕ =

−→ωv
∗
←−ωr0,qσϕ= r0,qµ0,q=w0/q for

somev. We then havev
=
←−ωu′−→q ω+n+1,Π′1\{p}

w1/q. We can finish the proof in this case due to
our second induction level since|Π′1\{p}| ≺ |Π

′
1| � |Π1| .

Q.e.d. (“The critical peak case”) Q.e.d. (“q 6∈Π1”)
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q∈Π1: If there is no ¯p′0 with qp̄′0= p̄0, then the proof is finished due tow0/q=

u/q−→ω+n+1w1/q. Otherwise, we can define ¯p′0 by qp̄′0= p̄0. We have two cases:

“The second variable overlap case”:

There arex∈ V and p′, p′′ such thatl1,q/p′=x and p′p′′= p̄′0 :

l1,qµ1,q ω+n+1, /0
> w1/q

r1,qµ1,q

w

w

w

w

w

w

w0/q
∨

ω, p̄′0

‖
ω

> l1,qν
ω+n+1

> r1,qν

==
∨

ω

Claim 11:Forν∈ S UB (V,T (X)) defined byxν=xµ1,q[ p′′← r0,p̄0µ0,p̄0 ] and ∀y∈V\{x}. yν=
yµ1,q we get ∀y∈V. yµ1,q−→q ωyν.
Proof of Claim 11:
Due to xµ1,q/p′′= l1,qµ1,q/p′p′′=u/qp′p′′=u/qp̄′0=u/p̄0= l0,p̄0µ0,p̄0 we have xµ1,q=
xµ1,q[ p′′← l0,p̄0µ0,p̄0 ]−→ωxµ1,q[ p′′← r0,p̄0µ0,p̄0 ]=xν. Q.e.d. (Claim 11)

Claim 12: w0/q−→q ωl1,qν.
Proof of Claim 12:
By Claim 11 we getw0/q=u/q[ p′p′′← r0,p̄0µ0,p̄0 ]=
l1,q[ p′′′← yµ1,q | l1,q/p′′′=y∈V ][ p′p′′← r0,p̄0µ0,p̄0 ]=
l1,q[ p′′′← yµ1,q | l1,q/p′′′=y∈V ∧ x 6=y][ p′′′← xµ1,q | l1,q/p′′′=x∧ p′′′ 6= p′ ]
[ p′← xµ1,q[ p′′← r0,p̄0µ0,p̄0 ] ]=
l1,q[ p′′′← yν | l1,q/p′′′=y∈V ∧ x 6=y][ p′′′← xµ1,q | l1,q/p′′′=x∧ p′′′ 6= p′ ][ p′← xν ]−→q ω

l1,q[ p′′′← yν | l1,q/p′′′=y∈V ∧ x 6=y][ p′′′← xν | l1,q/p′′′=x∧ p′′′ 6= p′ ][ p′← xν ]=
l1,q[ p′′′← yν | l1,q/p′′′=y∈V ]= l1,qν. Q.e.d. (Claim 12)

Claim 13: r1,qν←−q ωw1/q.
Proof of Claim 13:Since r1,qµ1,q=w1/q, this follows directly from Claim 11. Q.e.d. (Claim 13)

By claims 12 and 13 using Corollary 2.14 it now suffices to showl1,qν−→ω+n+1r1,qν, which again
follows from Claim 11, Lemma 13.8 (matching itsn0 to 0 and itsn1 to ourn) and our induction
hypothesis that R,X is ω-shallow confluent up ton. Q.e.d. (“The second variable overlap case”)
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“The second critical peak case”: ¯p′0 ∈ POS (l1,q) with l1,q/p̄′0 6∈V:

l1,qµ1,q ω+n+1, /0
> w1/q

w0/q
∨

ω, p̄′0

∗
ω

> ◦ ‖
ω+n+1

> ◦
∗

ω[+n]
> ◦

∗

∨

ω

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l0,p̄0, r0,p̄0),C0,p̄0))]∩V (((l1,q, r1,q),C1,q)) = /0.
Define Y:= ξ[V (((l0,p̄0, r0,p̄0),C0,p̄0))]∪V (((l1,q, r1,q),C1,q)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ1,q if x∈ V (((l1,q, r1,q),C1,q))
xξ−1µ0,p̄0 else

}

(x∈V).

By l0,p̄0ξρ= l0,p̄0ξξ−1µ0,p̄0 =u/p̄0= l1,qµ1,q/p̄′0= l1,qρ/p̄′0=(l1,q/p̄′0)ρ
let σ := mgu({(l0,p̄0ξ, l1,q/p̄′0)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
If l1,q[ p̄′0← r0,p̄0ξ ]σ= r1,qσ, then the proof is finished due to

w0/q= l1,qµ1,q[ p̄′0← r0,p̄0µ0,p̄0 ]= l1,q[ p̄′0← r0,p̄0ξ ]σϕ= r1,qσϕ= r1,qµ1,q=w1/q.
Otherwise we have((l1,q[ p̄′0← r0,p̄0ξ ]σ,C0,p̄0ξσ,0), (r1,qσ,C1,qσ,1), l1,qσ, p̄′0) ∈ CP(R) (due
to Claim 5); C0,p̄0ξσϕ = C0,p̄0µ0,p̄0 is fulfilled w.r.t.−→ω; C1,qσϕ = C1,qµ1,q is fulfilled w.r.t.
−→ω+n. Since R,X ω-shallow confluent up ton (by our induction hypothesis), due to our assumed
ω-shallow [noisy] weak parallel joinability up toω (matching the definition’sn0 to 0 and itsn1 to
ourn+1) we havew0/q= l1,q[ p̄′0← r0,p̄0ξ ]σϕ ∗

−→ω ◦−→q ω+n+1◦
∗
−→ω[+n]

◦
∗
←−ωr1,qσϕ= r1,qµ1,q=

w1/q.
Q.e.d. (“The second critical peak case”) Q.e.d. (Lemma A.3)
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Proof of Lemma A.4

Forn≺ ω we are going to show by induction onn the following property:

w0←−ωu−→ω+nw1 ⇒ w0
=
−→ω+n◦

∗
−→ω[+(n−̇1)]

◦
∗
←−ωw1.

u
ω+n

> w1

w0
∨

ω

=

ω+n
> ◦

∗
ω[+(n−̇1)]

> ◦

∗
∨

ω

Claim 1:If the above property holds for a fixedn≺ ω, and
∀k≺n. (R,X is ω-shallow confluent up tok), then −→ω+n◦

∗
−→ω[+(n−̇1)]

strongly commutes over
∗
−→ω.
Proof of Claim 1:By Lemma 3.3 it suffices to show that−→ω+n◦

∗
−→ω[+(n−̇1)]

strongly commutes

over−→ω. Assumew0←−ωu−→ω+nw1
∗
−→ω[+(n−̇1)]

w′ (cf. diagram below). By the above property

there is somev′ with w0
=
−→ω+n◦

∗
−→ω[+(n−̇1)]

v′
∗
←−ωw1. We only have to show that we can close

the peakv′
∗
←−ωw1

∗
−→ω[+(n−̇1)]

w′ according tov′
∗
−→ω[+(n−̇1)]

◦
∗
←−ωw′. [In case of n=0 : ] This

is possible due to confluence of−→ω. [Otherwise we haven−̇1≺n and due to the assumed
ω-shallow confluence up ton−̇1 this is possible again.]

u
ω+n

> w1
∗

ω[+(n−̇1)]
> w′

w0
∨

ω

=

ω+n
> ◦

∗
ω[+(n−̇1)]

> v′

∗
∨

ω

∗
ω[+(n−̇1)]

> ◦

∗
∨

ω

Q.e.d. (Claim 1)

Claim 2:If the above property holds for a fixedn≺ ω, and
∀k≺n. (R,X is ω-shallow confluent up tok), then−→ω+n and−→ω are commuting.

Proof of Claim 2: −→ω+n◦
∗
−→ω[+(n−̇1)]

and
∗
−→ω are commuting by Lemma 3.3 and Claim 1.

Since by Lemma 2.12 we have−→ω+n ⊆ −→ω+n◦
∗
−→ω[+(n−̇1)]

⊆
∗
−→ω+n, now−→ω+n and−→ω

are commuting, too. Q.e.d. (Claim 2)

Claim 3: If the above property holds for alln � m for somem≺ ω, then R,X is ω-shallow
confluent up tom.
Proof of Claim 3:By induction onm in ≺ . Assume i+ωn�m and w0

∗
←−ω+i u

∗
−→ω+nw1. By

definition of ‘+ω ’ and i+ωn≺ω w.l.o.g. we havei =0 and n�m. By Claim 2 and our induction
hypothesis we finally getw0

∗
−→ω+n ◦

∗
←−ωw1 as desired. Q.e.d. (Claim 3)
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Note that our property for is trivial forn=0 since−→ω is confluent.

The benefit of claims 1 and 3 is twofold: First, they say that our lemma is valid if the above prop-
erty holds for alln≺ω. Second, they strengthen the property when used as induction hypothesis.
Thus (writingn+1 instead ofn since we may assume 0≺n) it now suffices to show forn≺ω that

w0←−ω,p̄0
u−→ω+n+1,p̄1

w1

together with our induction hypothesis that

R,X is ω-shallow confluent up ton

implies
w0

=
−→ω+n+1◦

∗
−→ω[+n]

◦
∗
←−ωw1.

u
ω+n+1, p̄1

> w1

w0
∨

ω, p̄0

=

ω+n+1
> ◦

∗
ω[+n]

> ◦

∗
∨

ω

Now for eachi ≺ 2 there are((l i , r i),Ci) ∈ R and µi ∈ S UB (V,T (X)) with u/p̄i = l iµi , wi =
u[ p̄i ← r iµi ], l0∈T (cons,VSIG⊎VC ), C0µ0 fulfilled w.r.t.−→ω, C1µ1 fulfilled w.r.t.−→ω+n.

Claim 5:We may assumel1 6∈T (cons,VSIG⊎VC ).
Proof of Claim 5:In case ofl1∈T (cons,VSIG⊎VC ) by Lemma 13.2 (matching both itsµandν to
ourµ1) we get l1µ1−→ωr1µ1. Then the proof is finished by confluence of−→ω . Q.e.d. (Claim 5)

In case of ¯p0‖ p̄1 we have wi/p̄1−i =u[ p̄i ← r iµi ]/p̄1−i =u/p̄1−i = l1−iµ1−i and therefore
w0−→ω+n+1u[ p̄k← rkµk | k≺2]←−ωw1, i.e. our proof is finished. Thus, according to whether
p̄0 is a prefix ofp̄1 or vice versa, we have the following two cases left:
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There is some ¯p′1 with p̄0p̄′1= p̄1 and p̄′1 6= /0 :

We have two cases:

“The variable overlap case”:

There arex∈ V and p′, p′′ such thatl0/p′=x∧ p′p′′= p̄′1:

l0µ0 ω+n+1, p̄′1
> w1/p̄0

l0ν

w

w

w

w

w

w0/p̄0

∨

ω, /0

====== r0µ0
=

ω+n+1
> r0ν
∨

ω

Claim 6:We havexµ0/p′′= l1µ1 and may assumex∈VSIG.
Proof of Claim 6:We havexµ0/p′′= l0µ0/p′p′′=u/p̄0p′p′′=u/p̄0p̄′1=u/p̄1= l1µ1.
If x∈VC , then xµ0∈T (cons,VC ), then xµ0/p′′∈T (cons,VC ), then
l1µ1∈T (cons,VC ), and then l1∈T (cons,VSIG⊎VC ) which we may assume not to be the case
by Claim 5. Q.e.d. (Claim 6)

Claim 7:We can defineν ∈ S UB (V,T (X)) by xν=xµ0[ p′′← r1µ1 ] and ∀y∈V\{x}. yν=yµ0.
Then we havexµ0−→ω+n+1xν.
Proof of Claim 7:This follows directly from Claim 6. Q.e.d. (Claim 7)

Claim 8: l0ν=w1/p̄0.
Proof of Claim 8:By the left-linearity assumption of our lemma and Claim 6 we may assume
{ p′′′ | l0/p′′′=x }= {p′}. Thus, by Claim 7 we getw1/p̄0=u/p̄0[ p̄′1← r1µ1 ]=
l0[ p′′′← yµ0 | l0/p′′′=y∈V ][ p̄′1← r1µ1 ]=
l0[ p′′′← yµ0 | l0/p′′′=y∈V ∧ y 6=x][ p′← xµ0 ][ p′p′′← r1µ1 ]=
l0[ p′′′← yν | l0/p′′′=y∈V ∧ y 6=x][ p′← xµ0[ p′′← r1µ1 ] ]=
l0[ p′′′← yν | l0/p′′′=y∈V ]= l0ν. Q.e.d. (Claim 8)

Claim 9: w0/p̄0
=
−→ω+n+1r0ν.

Proof of Claim 9:By the right-linearity assumption of our lemma and Claim 6 wemay assume
|{ p′′′ | r0/p′′′=x }| �1. Thus by Claim 7 we get:w0/p̄0= r0µ0=
r0[ p′′′← yµ0 | r0/p′′′=y∈V\{x} ][ p′′′← xµ0 | r0/p′′′=x]

=
−→ω+n+1

r0[ p′′′← yµ0 | r0/p′′′=y∈V\{x} ][ p′′′← xν | r0/p′′′=x]=
r0[ p′′′← yν | r0/p′′′=y∈V\{x} ][ p′′′← xν | r0/p′′′=x]= r0ν. Q.e.d. (Claim 9)

By claims 8 and 9 it now suffices to showr0,qν←−ω l0,qν, which again follows from Lemma 13.2

since ∀y∈V. yµ0,q
∗
−→ω+n+1yν by Claim 7. Q.e.d. (“The variable overlap case”)
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“The critical peak case”: ¯p′1∈POS (l0) ∧ l0/p̄′1 6∈V:

l0µ0 ω+n+1, p̄′1
> w1/p̄0

w0/p̄0

∨
ω, /0

=

ω+n+1
> ◦

∗
ω[+n]

> ◦

∗
∨

ω

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l1, r1),C1))]∩V (((l0, r0),C0)) = /0.
Define Y:= ξ[V (((l1, r1),C1))]∪V (((l0, r0),C0)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ0 if x∈ V (((l0, r0),C0))
xξ−1µ1 else

}

(x∈V).

By l1ξρ= l1ξξ−1µ1=u/p̄1=u/p̄0p̄′1= l0µ0/p̄′1= l0ρ/p̄′1=(l0/p̄′1)ρ
let σ := mgu({(l1ξ, l0/p̄′1)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
If l0[ p̄′1← r1ξ ]σ= r0σ, then the proof is finished due to

w0/p̄0= r0µ0= r0σϕ= l0[ p̄′1← r1ξ ]σϕ= l0µ0[ p̄′1← r1µ1 ]=w1/p̄0.
Otherwise we have((l0[ p̄′1← r1ξ ],C1ξ,1), (r0,C0,0), l0, σ, p̄′1) ∈ CP(R) (due to Claim 5);
p̄′1 6= /0 (due the global case assumption);C1ξσϕ = C1µ1 is fulfilled w.r.t.−→ω+n; C0σϕ = C0µ0

is fulfilled w.r.t. −→ω. Since R,X is ω-shallow confluent up ton (by our induction hypo-
thesis), due to our assumedω-shallow [noisy] anti-closedness up toω (matching the defini-
tion’s n0 to ourn+1 and itsn1 to 0) we havew1/q= l0µ0[ p̄′1← r1µ1 ]= l0[ p̄′1← r1ξ ]σϕ ∗

−→ω ◦
∗
←−ω[+n]

◦
=
←−ω+n+1r0σϕ= r0µ0=w0/q.

Q.e.d. (“The critical peak case”) Q.e.d. (“There is some ¯p′1 with p̄0p̄′1= p̄1 and p̄′1 6= /0 ”)
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There is some ¯p′0 with p̄1p̄′0= p̄0 :

We have two cases:

“The second variable overlap case”:

There arex∈V and p′, p′′ such thatl1/p′=x∧ p′p′′= p̄′0:

l1µ1 ω+n+1, /0
> w1/p̄1

r1µ1

w

w

w

w

w

w

w0/p̄1

∨

ω, p̄′0

====== l1ν
ω+n+1

> r1ν

==
∨

ω

We havexµ1/p′′= l1µ1/p′p′′=u/p̄1p′p′′=u/p̄1p̄′0=u/p̄0= l0µ0.

Claim 11:We can defineν ∈ S UB (V,T (X)) by xν=xµ1[ p′′← r0µ0 ] and ∀y∈V\{x}. yν=
yµ1. Then we havexµ1−→ωxν.
Proof of Claim 11:This follows directly from the above equality and Lemma 2.10.

Q.e.d. (Claim 11)

Claim 12: w0/p̄1= l1ν.
Proof of Claim 12:
By the left-linearity assumption of our lemma and Claim 5 we may assume{ p′′′ | l1/p′′′=x }=
{p′}. Thus, by Claim 11 we getw0/p̄1=u/p̄1[ p̄′0← r0µ0 ]=
l1[ p′′′← yµ1 | l1/p′′′=y∈V ][ p̄′0← r0µ0 ]=
l1[ p′′′← yµ1 | l1/p′′′=y∈V ∧ y 6=x][ p′← xµ1 ][ p′p′′← r0µ0 ]=
l1[ p′′′← yν | l1/p′′′=y∈V ∧ y 6=x][ p′← xµ1[ p′′← r0µ0 ] ]=
l1[ p′′′← yν | l1/p′′′=y∈V ]= l1ν. Q.e.d. (Claim 12)

Claim 13: r1ν←−q ωw1/p̄1.
Proof of Claim 13:Since r1µ1=w1/p̄1, this follows directly from Claim 11. Q.e.d. (Claim 13)

By claims 12 and 13 using Corollary 2.14 it now suffices to showl1,qν−→ω+n+1r1,qν, which
again follows from Claim 11, Lemma 13.8 (matching itsn0 to 0 and itsn1 to our n) and our
induction hypothesis that R,X is ω-shallow confluent up ton.

Q.e.d. (“The second variable overlap (if any) case”)
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“The second critical peak case”: ¯p′0∈POS (l1) ∧ l1/p̄′0 6∈V:

l1µ1 ω+n+1, /0
> w1/p̄1

w0/p̄1

∨
ω, p̄′0

=

ω+n+1
> ◦

∗
ω[+n]

> ◦

∗
∨

ω

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l0, r0),C0))]∩V (((l1, r1),C1)) = /0.
Define Y:= ξ[V (((l0, r0),C0))]∪V (((l1, r1),C1)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ1 if x∈ V (((l1, r1),C1))
xξ−1µ0 else

}

(x∈V).

By l0ξρ= l0ξξ−1µ0=u/p̄0=u/p̄1p̄′0= l1µ1/p̄′0= l1ρ/p̄′0=(l1/p̄′0)ρ
let σ := mgu({(l0ξ, l1/p̄′0)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
If l1[ p̄′0← r0ξ ]σ= r1σ, then the proof is finished due to

w0/p̄1= l1µ1[ p̄′0← r0µ0 ]= l1[ p̄′0← r0ξ ]σϕ= r1σϕ= r1µ1=w1/p̄1.
Otherwise we have((l1[ p̄′0← r0ξ ],C0ξ,0), (r1,C1,1), l1, σ, p̄′0) ∈ CP(R) (due to Claim 5);
C0ξσϕ = C0µ0 is fulfilled w.r.t. −→ω; C1σϕ = C1µ1 is fulfilled w.r.t. −→ω+n. Since R,X ω-
shallow confluent up ton (by our induction hypothesis), due to our assumedω-shallow [noisy]
strong joinability up toω (matching the definition’sn0 to 0 and itsn1 to our n+1) we have
w0/p̄1= l1µ1[ p̄′0← r0µ0 ]= l1[ p̄′0← r0ξ ]σϕ =

−→ω+n+1◦
∗
−→ω[+n]

◦
∗
←−ωr1σϕ= r1µ1=w1/p̄1.

Q.e.d. (“The second critical peak case”) Q.e.d. (Lemma A.4)

Proof of Lemma A.5

Claim 0:R,X is ω-shallow confluent up toω.
Proof of Claim 0:Directly by the assumed strong commutation of−→R,X,ω+n◦

∗
−→

R,X,ω+(n−̇1)
over

∗
−→R,X,ω, cf. the proofs of the claims 2 and 3 of the proof of Lemma A.4. Q.e.d. (Claim 0)

Claim 1:If
∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

strongly commutes over
∗
−→ω+n0

, then−→ω+n1
and−→ω+n0

are commuting.
Proof of Claim 1:

∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

and
∗
−→ω+n0

are commuting by Lemma 3.3. Since

by Corollary 2.14 and Lemma 2.12 we have−→ω+n1
⊆

∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

⊆
∗
−→ω+n1

,
now−→ω+n1

and−→ω+n0
are commuting, too. Q.e.d. (Claim 1)

Forn0� n1≺ ω we are going to show by induction onn0+ωn1 the following property:

w0←−ω+n0
u−→q ω+n1

w1 ⇒ w0
∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

◦
∗
←−ω+n0

w1

u ‖
ω+n1

> w1

w0
∨

ω+n0

∗
ω

> ◦ ‖
ω+n1

> ◦
∗

ω+(n1−̇1)
> ◦

∗
∨

ω+n0
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Claim 2:Let δ≺ ω+ω. If

∀n0,n1≺ω.











(

n0�n1

∧ n0+ωn1�δ

)

⇒ ∀w0,w1,u.

(

w0←−ω+n0
u−→q ω+n1

w1

⇒ w0
∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

◦
∗
←−ω+n0

w1

)











,

then

∀n0,n1≺ω.





(

n0�n1

∧ n0+ωn1�δ

)

⇒
∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

strongly commutes over
∗
−→ω+n0



,

and R,X is ω-shallow confluent up toδ.
Proof of Claim 2:By induction onδ in ≺ . First we show the strong commutation. Assume
n0 � n1 ≺ ω with n0+ωn1�δ. By Lemma 3.3 it suffices to show that

∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

strongly commutes over−→ω+n0
. Assume u′′←−ω+n0

u′
∗
−→ωu−→q ω+n1

w1
∗
−→ω+(n1−̇1)

w2 (cf.
diagram below). By the strong commutation assumption of ourlemma there arew0 and
w′0 with u′′

∗
−→ωw′0

∗
←−ω+(n0−̇1)

w0
=
←−ω+n0

u. By the above property there are somew3, w′1
with w0

∗
−→ωw3−→q ω+n1

◦
∗
−→ω+(n1−̇1)

w′1
∗
←−ω+n0

w1. Next we show that we can close the peak

w′1
∗
←−ω+n0

w1
∗
−→ω+(n1−̇1)

w2 according to w′1
∗
−→ω+(n1−̇1)

w′2
∗
←−ω+n0

w2 for somew′2. In case of
n1=0 this is possible due to theω-shallow confluence up toω given by Claim 0. Otherwise
we have n0+ω(n1−̇1)≺n0+ωn1�δ and due to our induction hypothesis (saying that R,X is ω-
shallow confluent up to allδ′ ≺ δ) this is possible again. By Claim 0 again, we can close the peak
w′0

∗
←−ω+(n0−̇1)

w0
∗
−→ωw3 according tow′0

∗
−→ωw′3

∗
←−ω+(n0−̇1)

w3 for somew′3. To close the whole

diagram, we only have to show that we can close the peakw′3
∗
←−ω+(n0−̇1)

w3−→q ω+n1
◦
∗
−→ω+(n1−̇1)

w′2
according to w′3

∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

◦
∗
←−ω+(n0−̇1)

w′2. In case of n0=0 this is possible
since it is assumed for our lemma (below the strong commutation assumption). Otherwise we
have n0−̇1≺n0�n1 and (n0−̇1)+ωn1≺n0+ωn1�δ, and then due to our induction hypothesis
this is possible again.

u′
∗
ω

> u ‖
ω+n1

> w1
∗

ω+(n1−̇1)
> w2

w0

=

∨
ω+n0

∗
ω

> w3 ‖
ω+n1

> ◦
∗

ω+(n1−̇1)
> w′1

∗
∨

ω+n0

∗
ω+(n1−̇1)

> w′2

∗
∨

ω+n0

u′′
∨

ω+n0

∗
ω

> w′0

∗
∨

ω+(n0−̇1)

∗
ω

> w′3

∗
∨

ω+(n0−̇1)

∗
ω

> ◦ ‖
ω+n1

> ◦
∗

ω+(n1−̇1)
> ◦

∗
∨

ω+(n0−̇1)

Finally we showω-shallow confluence up toδ. Assumen0+ωn1�δ and w0
∗
←−ω+n0

u
∗
−→ω+n1

w1.
Due to symmetry inn0 and n1 we may assume n0�n1. Above we have shown that
∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

strongly commutes over
∗
−→ω+n0

. By Claim 1 we finally get

w0
∗
−→ω+n1

◦
∗
←−ω+n0

w1 as desired. Q.e.d. (Claim 2)
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Note that for n0=0 our property follows from the assumption of our lemma (below the strong
commutation assumption).

The benefit of Claim 2 is twofold: First, it says that our lemmais valid if the above property
holds for alln0� n1≺ω. Second, it strengthens the property when used as inductionhypothesis.
Thus (writingni+1 instead ofni since we may assume 0≺n0�n1) it now suffices to show for
n0� n1≺ ω that

w0←−ω+n0+1,p̄0
u−→q ω+n1+1,Π1

w1

together with our induction hypotheses that

∀δ≺(n0+1)+ω(n1+1). R,X is ω-shallow confluent up toδ
and (due ton0�n1+1 andn0+ω(n1+1)≺(n0+1)+ω(n1+1))

∗
−→ω◦−→q ω+n1+1◦

∗
−→ω+n1

strongly commutes over
∗
−→ω+n0

implies
w0

∗
−→ω◦−→q ω+n1+1◦

∗
−→ω+n1

◦
∗
←−ω+n0+1w1.

u ‖
ω+n1+1,Π1

> w1

w0
∨

ω+n0+1, p̄0

∗
ω

> ◦ ‖
ω+n1+1

> ◦
∗

ω+n1
> ◦

∗
∨

ω+n0+1

Note that for the availability of our second induction hypothesis it is important that we have
imposed the restriction “n0�n1” in opposition to the restriction “n0�n1”. In the latter case the
availability of our second induction hypothesis would require n0+1�n1+1⇒ n0�n1+1 which
is not true for n0=n1. The additional hypothesis

∗
−→ω◦−→q ω+n1

◦
∗
−→ω+(n1−̇1)

strongly commutes over
∗
−→ω+n0+1

of the latter restriction is useless for our proof.

There are((l0,p̄0, r0,p̄0),C0,p̄0)∈R and µ0,p̄0 ∈ S UB (V,T (X)) with u/p= l0,p̄0µ0,p̄0, C0,p̄0µ0,p̄0

fulfilled w.r.t.−→ω+n0
, and w0=u[ p← r0,p̄0µ0,p̄0 ].

W.l.o.g. let the positions ofΠ1 be maximal in the sense that for anyp ∈ Π1 and Ξ ⊆
POS (u)∩(pN+) we do not haveu−→q ω+n1+1,(Π1\{p})∪Ξw1 anymore. Then for eachp ∈ Π1 there
are ((l1,p, r1,p),C1,p) ∈ R and µ1,p ∈ S UB (V,T (X)) with u/p= l1,pµ1,p, r1,pµ1,p=w1/p,
C1,pµ1,p fulfilled w.r.t.−→ω+n1

. Finally, w1=u[ p← r1,pµ1,p | p∈Π1 ].
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Claim 5:
We may assumel0,p̄0 6∈T (cons,VSIG⊎VC ) and ∀p∈Π1. l1,p 6∈T (cons,VSIG⊎VC ).
Proof of Claim 5: In case of l0,p̄0∈T (cons,VSIG⊎VC ) we get w0←−ωu by Lemma 13.2
(matching both itsµ and ν to our µ0,p̄0) and then our property follows from the assump-
tion of our lemma (below the strong commutation assumption). For the second restriction
defineΞ1 := { p∈Π1 | l1,p∈T (cons,VSIG⊎VC ) } and u′1 := u[ p← r1,pµ1,p | p∈Π1\Ξ1 ]. If
we have succeeded with our proof under the assumption of Claim 5, then we have shown
w0

∗
−→ω◦−→q ω+n1+1◦

∗
−→ω+n1

v1
∗
←−ω+n0+1u

′
1 for somev1 (cf. diagram below). By Lemma 13.2

(matching both itsµ and ν to our µ1,p) we get ∀p∈Ξ1. l1,pµ1,p−→ωr1,pµ1,p and therefore

u′1
∗
−→ωw1. Thus from v1

∗
←−ω+n0+1u

′
1
∗
−→ωw1 we get v1

∗
−→ωv2

∗
←−ω+n0+1w1 for somev2 by

ω-shallow confluence up toω (cf. Claim 0).

u ‖
ω+n1+1,Π1\Ξ1

> u′1
∗
ω

> w1

w0
∨

ω+n0+1, p̄0

∗
ω

> ◦ ‖
ω+n1+1

> ◦
∗

ω+n1
> v1

∗
∨

ω+n0+1

∗
ω

> v2

∗
∨

ω+n0+1

Q.e.d. (Claim 5)

Now we start a second level of induction on|Π1| in ≺ .

Define the set of top positions by
Θ := { p∈{p̄0}∪Π1 | ¬∃q∈{p̄0}∪Π1. ∃q

′∈N+. p=qq′ }.
Since the prefix ordering is wellfounded we have∀p∈{p̄0}∪Π1. ∃q∈Θ. ∃q′∈N∗. p=qq′. It
now suffices to show for allq∈Θ

w0/q
∗
−→ω◦−→q ω+n1+1◦

∗
−→ω+n1

◦
∗
←−ω+n0+1w1/q

because then we havew0=w0[q← w0/q | q∈Θ ]=u[ p̄0← r0,p̄0µ0,p̄0 ][q← w0/q | q∈Θ ]=

u[q← w0/q | q∈Θ ]
∗
−→ω◦−→q ω+n1+1◦

∗
−→ω+n1

◦
∗
←−ω+n0+1u[q← w1/q | q∈Θ ]=

u[ p← r1,pµ1,p | p∈Π1 ][q← w1/q | q∈Θ ]=w1[q← w1/q | q∈Θ ]=w1.

Therefore we are left with the following two cases forq∈Θ:
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q 6∈Π1: Then q= p̄0. DefineΠ′1 := { p | qp∈Π1 }. We have two cases:

“The variable overlap (if any) case”:∀p∈Π′1∩POS (l0,q). l0,q/p∈V:

l0,qµ0,q ‖
ω+n1+1

> w1/q

l0,qν

w

w

w

w

w

w0/q
∨

ω+n0+1, /0

===== r0,qµ0,q ‖
ω+n1+1

> r0,qν
∨

ω+n0+1

Define a functionΓ on V by (x∈V): Γ(x) := { (p′, p′′) | l0,q/p′=x ∧ p′p′′ ∈Π′1 }.
Claim 7:There is someν ∈ S UB (V,T (X)) with

∀x∈ V.

(

xµ0,q−→q ω+n1+1xν
∧ ∀p′∈dom(Γ(x)). xν=xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]

)

.

Proof of Claim 7:
In case of dom(Γ(x))= /0 we define xν := xµ0,q. If there is somep′ such that dom(Γ(x))=
{p′} we definexν := xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]. This is appropriate since due
to ∀(p′, p′′)∈Γ(x). xµ0,q/p′′= l0,qµ0,q/p′p′′=u/qp′p′′= l1,qp′p′′µ1,qp′p′′ we have

xµ0,q=xµ0,q[ p′′← l1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]−→q ω+n1+1

xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]=xν.
Finally, in case of |dom(Γ(x))| ≻ 1, l0,q is not linear inx. By the conditions of our lemma and
Claim 5 this impliesx∈VC . Since there is some(p′, p′′) ∈ Γ(x) with xµ0,q/p′′= l1,qp′p′′µ1,qp′p′′

this implies l1,qp′p′′µ1,qp′p′′∈T (cons,VC ) and then l1,qp′p′′∈T (cons,VSIG⊎VC ) which contra-
dicts Claim 5. Q.e.d. (Claim 7)

Claim 8: l0,qν=w1/q.
Proof of Claim 8:
By Claim 7 we getw1/q=u/q[ p′p′′← r1,qp′p′′µ1,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l0,q[ p′← xµ0,q | l0,q/p′=x∈V ][ p′p′′← r1,qp′p′′µ1,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l0,q[ p′← xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ] | l0,q/p′=x∈V ]=
l0,q[ p′← xν | l0,q/p′=x∈V ]= l0,qν. Q.e.d. (Claim 8)

Claim 9: w0/q−→q ω+n1+1r0,qν.
Proof of Claim 9:Since w0/q= r0,qµ0,q, this follows directly from Claim 7. Q.e.d. (Claim 9)

By claims 8 and 9 it now suffices to showl0,qν−→ω+n0+1r0,qν, which again follows from
Lemma 13.8 since R,X is ω-shallow confluent up to(n1+1)+ωn0 by our induction hypothesis
and since∀x∈V. xµ0,q

∗
−→ω+n1+1xν by Claim 7 and Corollary 2.14.

Q.e.d. (“The variable overlap (if any) case”)
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“The critical peak case”: There is somep∈Π′1∩POS (l0,q) with l0,q/p 6∈V:

l0,qµ0,q ω+n1+1, p
>u′ ‖

ω+n1+1,Π′1\{p}
> w1/q

v1

=

∨
ω+n0+1

∗
ω

> ◦ ‖
ω+n1+1

> ◦
∗

ω+n1
> v′1

∗
∨

ω+n0+1

w0/q
∨

ω+n0+1, /0

∗
ω

> v2

∗
∨

ω+n0

∗
ω

> ◦ ‖
ω+n1+1

> ◦
∗

ω+n1
> ◦

∗
∨

ω+n0

Claim 10: p 6= /0.
Proof of Claim 10:If p= /0, then /0∈Π′1, then q∈Π1, which contradicts our global case
assumption. Q.e.d. (Claim 10)

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l1,qp, r1,qp),C1,qp))]∩V (((l0,q, r0,q),C0,q)) = /0.
Define Y:= ξ[V (((l1,qp, r1,qp),C1,qp))]∪V (((l0,q, r0,q),C0,q)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ0,q if x∈ V (((l0,q, r0,q),C0,q))
xξ−1µ1,qp else

}

(x∈V).

By l1,qpξρ= l1,qpξξ−1µ1,qp=u/qp= l0,qµ0,q/p= l0,qρ/p=(l0,q/p)ρ
let σ := mgu({(l1,qpξ, l0,q/p)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
Defineu′ := l0,qµ0,q[ p← r1,qpµ1,qp]. We get

u′=u/q[ p′← l1,qp′µ1,qp′ | p′∈Π′1\{p} ][ p← r1,qpµ1,qp]−→q ω+n1+1,Π′1\{p}

u/q[ p′← r1,qp′µ1,qp′ | p′∈Π′1 ]=w1/q.
If l0,q[ p← r1,qpξ ]σ= r0,qσ, then the proof is finished due to

w0/q= r0,qµ0,q= r0,qσϕ= l0,q[ p← r1,qpξ ]σϕ=u′−→q ω+n1+1,Π′1\{p}
w1/q.

Otherwise we have((l0,q[ p← r1,qpξ ]σ,C1,qpξσ,1), (r0,qσ,C0,qσ,1), l0,qσ, p) ∈ CP(R) (due
to Claim 5); p 6= /0 (due to Claim 10); C1,qpξσϕ = C1,qpµ1,qp is fulfilled w.r.t.
−→ω+n1

; C0,qσϕ = C0,qµ0,q is fulfilled w.r.t. −→ω+n0
. Since ∀δ≺(n1+1)+ω(n0+1).

R,X is ω-shallow confluent up toδ (by our induction hypothesis) due to our assumedω-shallow
closedness (matching the definition’sn0 to our n1+1 and itsn1 to our n0+1) we have u′=
l0,q[ p← r1,qpξ ]σϕ =

−→ω+n0+1v1
∗
−→ω+n0

v2
∗
←−ωr0,qσϕ= r0,qµ0,q=w0/q for somev1, v2. We then

have v1
=
←−ω+n0+1u

′−→q ω+n1+1,Π′1\{p}
w1/q. By |Π′1\{p}| ≺ |Π

′
1| � |Π1| , due to our second in-

duction level we get somev′1 with v1
∗
−→ω◦−→q ω+n1+1◦

∗
−→ω+n1

v′1
∗
←−ω+n0+1w1/q. Finally by our

induction hypothesis that
∗
−→ω◦−→q ω+n1+1◦

∗
−→ω+n1

strongly commutes over
∗
−→ω+n0

the peak at

v1 can be closed according tov2
∗
−→ω◦−→q ω+n1

◦
∗
−→ω+n1

◦
∗
←−ω+n0

v′1.
Q.e.d. (“The critical peak case”) Q.e.d. (“q 6∈Π1”)
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q∈Π1: If there is no ¯p′0 with qp̄′0= p̄0, then the proof is finished due tow0/q=u/q=

l1,qµ1,q−→ω+n1+1r1,qµ1,q=w1/q. Otherwise, we can define ¯p′0 by qp̄′0= p̄0. We have two cases:

“The second variable overlap case”:

There arex∈V and p′, p′′ such thatl1,q/p′=x∧ p′p′′= p̄′0:

l1,qµ1,q ω+n1+1, /0
> w1/q

r1,qµ1,q

w

w

w

w

w

w

w0/q
∨

ω+n0+1, p̄′0

====== l1,qν
ω+n1+1

> r1,qν

==
∨

ω+n0+1

Claim 11a:We havexµ1,q/p′′= l0,p̄0µ0,p̄0 and may assumex∈VSIG.
Proof of Claim 11a:We havexµ1,q/p′′= l1,qµ1,q/p′p′′=u/qp′p′′=u/qp̄′0=u/p̄0= l0,p̄0µ0,p̄0. If
x∈VC , then xµ1,q∈T (cons,VC ), then xµ1,q/p′′∈T (cons,VC ), then l0,p̄0µ0,p̄0∈T (cons,VC ),
and thenl0,p̄0∈T (cons,VSIG⊎VC ) which we may assume not to be the case by Claim 5.

Q.e.d. (Claim 11a)

Claim 11b:We can defineν ∈ S UB (V,T (X)) by xν=xµ1,q[ p′′← r0,p̄0µ0,p̄0 ] and ∀y∈V\{x}.
yν=yµ1,q. Then we havexµ1,q−→ω+n0+1xν.
Proof of Claim 11b:This follows directly from Claim 11a. Q.e.d. (Claim 11b)

Claim 12: w0/q= l1,qν.
Proof of Claim 12:By the left-linearity assumption of our lemma, Claim 5, and Claim 11a
we may assume { p′′′ | l1,q/p′′′=x } = {p′}. Thus, by Claim 11b we get w0/q=
u/q[ p̄′0← r0,p̄0µ0,p̄0 ]=
l1,q[ p′′′← yµ1,q | l1,q/p′′′=y∈V ][ p̄′0← r0,p̄0µ0,p̄0 ]=
l1,q[ p′′′← yµ1,q | l1,q/p′′′=y∈V ∧ y 6=x][ p′← xµ1,q ][ p′p′′← r0,p̄0µ0,p̄0 ]=
l1,q[ p′′′← yν | l1,q/p′′′=y∈V ∧ y 6=x][ p′← xµ1,q[ p′′← r0,p̄0µ0,p̄0 ] ]=
l1,q[ p′′′← yν | l1,q/p′′′=y∈V ]= l1,qν. Q.e.d. (Claim 12)

Claim 13: r1,qν←−q ω+n0+1w1/q.
Proof of Claim 13:Since r1,qµ1,q=w1/q, this follows directly from Claim 11b.

Q.e.d. (Claim 13)

By claims 12 and 13 using Corollary 2.14 it now suffices to showl1,qν−→ω+n1+1r1,qν, which
again follows from Claim 11b, Lemma 13.8 (matching itsn0 to ourn0+1 and itsn1 to ourn1),
and our induction hypothesis that R,X is ω-shallow confluent up to(n0+1)+ωn1.
Q.e.d. (“The second variable overlap case”)
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“The second critical peak case”: ¯p′0∈POS (l1,q) ∧ l1,q/p̄′0 6∈V:

l1,qµ1,q ω+n1+1, /0
> w1/q

w0/q
∨

ω+n0+1, p̄′0

∗
ω

> ◦ ‖
ω+n1+1

> ◦
∗

ω+n1
> ◦

∗
∨

ω+n0+1

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l0,p̄0, r0,p̄0),C0,p̄0))]∩V (((l1,q, r1,q),C1,q)) = /0.
Define Y:= ξ[V (((l0,p̄0, r0,p̄0),C0,p̄0))]∪V (((l1,q, r1,q),C1,q)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ1,q if x∈ V (((l1,q, r1,q),C1,q))
xξ−1µ0,p̄0 else

}

(x∈V).

By l0,p̄0ξρ= l0,p̄0ξξ−1µ0,p̄0 =u/p̄0=u/qp̄′0= l1,qµ1,q/p̄′0= l1,qρ/p̄′0=(l1,q/p̄′0)ρ
let σ := mgu({(l0,p̄0ξ, l1,q/p̄′0)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
If l1,q[ p̄′0← r0,p̄0ξ ]σ= r1,qσ, then the proof is finished due to

w0/q= l1,qµ1,q[ p̄′0← r0,p̄0µ0,p̄0 ]= l1,q[ p̄′0← r0,p̄0ξ ]σϕ= r1,qσϕ= r1,qµ1,q=w1/q.
Otherwise we have((l1,q[ p̄′0← r0,p̄0ξ ]σ,C0,p̄0ξσ,1), (r1,qσ,C1,qσ,1), l1,qσ, p̄′0) ∈ CP(R) (due
to Claim 5); C0,p̄0ξσϕ = C0,p̄0µ0,p̄0 is fulfilled w.r.t. −→ω+n0

; C1,qσϕ = C1,qµ1,q is fulfilled
w.r.t.−→ω+n1

. Since ∀δ≺(n0+1)+ω(n1+1). R,X is ω-shallow confluent up toδ (by our induc-
tion hypothesis) due to our assumedω-shallow noisy weak parallel joinability (matching the
definition’sn0 to ourn0+1 and itsn1 to ourn1+1) we have w0/q= l1,qµ1,q[ p̄′0← r0,p̄0µ0,p̄0 ]=

l1,q[ p̄′0← r0,p̄0ξ ]σϕ ∗
−→ω◦−→q ω+n1+1◦

∗
−→ω+n1

◦
∗
←−ω+n0+1r1,qσϕ= r1,qµ1,q=w1/q.

Q.e.d. (“The second critical peak case”) Q.e.d. (Lemma A.5)

Proof of Lemma A.6

Claim 0:R,X is ω-shallow confluent up toω.
Proof of Claim 0:Directly by the assumed strong commutation, cf. the proofs of the claims 2 and
3 of the proof of Lemma A.1. Q.e.d. (Claim 0)

Claim 1: If
∗
−→ω◦−→ω+n1

◦
∗
−→ω+(n1−̇1)

strongly commutes over
∗
−→ω+n0

, then−→ω+n1
and

−→ω+n0
are commuting.

Proof of Claim 1:
∗
−→ω◦−→ω+n1

◦
∗
−→ω+(n1−̇1)

and
∗
−→ω+n0

are commuting by Lemma 3.3. Since

by Lemma 2.12 we have−→ω+n1
⊆

∗
−→ω◦−→ω+n1

◦
∗
−→ω+(n1−̇1)

⊆
∗
−→ω+n1

, now −→ω+n1
and

−→ω+n0
are commuting, too. Q.e.d. (Claim 1)

Forn0� n1≺ ω we are going to show by induction onn0+ωn1 the following property:

w0←−ω+n0
u−→ω+n1

w1 ⇒ w0
∗
−→ω◦

=
−→ω+n1

◦
∗
−→ω+(n1−̇1)

◦
∗
←−ω+n0

w1.

u
ω+n1

> w1

w0
∨

ω+n0

∗
ω

> ◦
=

ω+n1
> ◦

∗
ω+(n1−̇1)

> ◦

∗
∨

ω+n0
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Claim 2:Let δ≺ ω+ω. If

∀n0,n1≺ω.











(

n0�n1

∧ n0+ωn1�δ

)

⇒ ∀w0,w1,u.

(

w0←−ω+n0
u−→ω+n1

w1

⇒ w0
∗
−→ω◦

=
−→ω+n1

◦
∗
−→ω+(n1−̇1)

◦
∗
←−ω+n0

w1

)











,

then

∀n0,n1≺ω.





(

n0�n1

∧ n0+ωn1�δ

)

⇒
∗
−→ω◦−→ω+n1

◦
∗
−→ω+(n1−̇1)

strongly commutes over
∗
−→ω+n0



,

and R,X is ω-shallow confluent up toδ.
Proof of Claim 2:By induction onδ in ≺ . First we show the strong commutation. Assume
n0� n1≺ ω with n0+ωn1�δ. By Lemma 3.3 it suffices to show that

∗
−→ω◦−→ω+n1

◦
∗
−→ω+(n1−̇1)

strongly commutes over−→ω+n0
. Assume u′′←−ω+n0

u′
∗
−→ωu−→ω+n1

w1
∗
−→ω+(n1−̇1)

w2 (cf.
diagram below). By the strong commutation assumed for our lemma, there arew0 and
w′0 with u′′

∗
−→ωw′0

∗
←−ω+(n0−̇1)

w0
=
←−ω+n0

u. By the above property there are somew3, w′1
with w0

∗
−→ωw3

=
−→ω+n1

◦
∗
−→ω+(n1−̇1)

w′1
∗
←−ω+n0

w1. Next we show that we can close the peak

w′1
∗
←−ω+n0

w1
∗
−→ω+(n1−̇1)

w2 according to w′1
∗
−→ω+(n1−̇1)

w′2
∗
←−ω+n0

w2 for somew′2. In case of
n1=0 this is possible due to theω-shallow confluence up toω given by Claim 0. Otherwise
we have n0+ω(n1−̇1)≺n0+ωn1�δ and due to our induction hypothesis (saying that R,X is ω-
shallow confluent up to allδ′ ≺ δ) this is possible again. By Claim 0 again, we can close the peak
w′0

∗
←−ω+(n0−̇1)

w0
∗
−→ωw3 according tow′0

∗
−→ωw′3

∗
←−ω+(n0−̇1)

w3 for somew′3. To close the whole

diagram, we only have to show that we can close the peakw′3
∗
←−ω+(n0−̇1)

w3
=
−→ω+n1

◦
∗
−→ω+(n1−̇1)

w′2
according tow′3

∗
−→ω◦

=
−→ω+n1

◦
∗
−→ω+(n1−̇1)

◦
∗
←−ω+(n0−̇1)

w′2. In case ofn0=0 this is possible due
to the strong commutation assumed for our lemma. Otherwise we have n0−̇1≺n0�n1 and
(n0−̇1)+ωn1≺n0+ωn1�δ, and then due to our induction hypothesis this is possible again.

u′
∗
ω

> u
ω+n1

> w1
∗

ω+(n1−̇1)
> w2

w0

=

∨
ω+n0

∗
ω

> w3
=

ω+n1
> ◦

∗
ω+(n1−̇1)

> w′1

∗
∨

ω+n0

∗
ω+(n1−̇1)

> w′2

∗
∨

ω+n0

u′′
∨

ω+n0

∗
ω

> w′0

∗
∨

ω+(n0−̇1)

∗
ω

> w′3

∗
∨

ω+(n0−̇1)

∗
ω

> ◦
=

ω+n1
> ◦

∗
ω+(n1−̇1)

> ◦

∗
∨

ω+(n0−̇1)

Finally we showω-shallow confluence up toδ. Assumen0+ωn1�δ and w0
∗
←−ω+n0

u
∗
−→ω+n1

w1.
Due to symmetry inn0 and n1 we may assume n0�n1. Above we have shown that
∗
−→ω◦−→ω+n1

◦
∗
−→ω+(n1−̇1)

strongly commutes over
∗
−→ω+n0

. By Claim 1 we finally get

w0
∗
−→ω+n1

◦
∗
←−ω+n0

w1 as desired. Q.e.d. (Claim 2)
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Note that forn0=0 our property follows from the strong commutation assumption of our lemma.

The benefit of Claim 2 is twofold: First, it says that our lemmais valid if the above property
holds for alln0� n1≺ω. Second, it strengthens the property when used as inductionhypothesis.
Thus (writingni+1 instead ofni since we may assume 0≺n0�n1) it now suffices to show for
n0� n1≺ ω that

w0←−ω+n0+1,p̄0
u−→ω+n1+1,p̄1

w1

together with our induction hypotheses that

∀δ≺(n0+1)+ω(n1+1). R,X is ω-shallow confluent up toδ
implies

w0
∗
−→ω◦

=
−→ω+n1+1◦

∗
−→ω+n1

◦
∗
←−ω+n0+1w1.

u
ω+n1+1, p̄1

> w1

w0
∨

ω+n0+1, p̄0

∗
ω

> ◦
=

ω+n1+1
> ◦

∗
ω+n1

> ◦

∗
∨

ω+n0+1

Now for eachi ≺ 2 there are((l i , r i),Ci) ∈ R and µi ∈ S UB (V,T (X)) with u/p̄i = l iµi, wi =
u[ p̄i ← r iµi ], andCiµi fulfilled w.r.t.−→ω+ni

.

Claim 5:We may assume∀i≺2. l i 6∈T (cons,VSIG⊎VC ).
Proof of Claim 5:In case of l i∈T (cons,VSIG⊎VC ) we get u−→ωwi by Lemma 13.2 (matching
both itsµ andν to ourµi). In case of “i =0” our property follows from the strong commutation
assumption of our lemma. In case of “i =1” our property follows from Claim 0. Q.e.d. (Claim 5)

In case of ¯p0‖ p̄1 we have wi/p̄1−i =u[ p̄i ← r iµi ]/p̄1−i =u/p̄1−i = l1−iµ1−i and therefore
wi−→ω+ni+1u[ p̄k← rkµk | k≺2], i.e. our proof is finished. Thus, according to whether ¯p0 is a
prefix of p̄1 or vice versa, we have the following two cases left:
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There is some ¯p′1 with p̄0p̄′1= p̄1 and p̄′1 6= /0 :

We have two cases:

“The variable overlap case”:

There arex∈ V and p′, p′′ such thatl0/p′=x∧ p′p′′= p̄′1:

l0µ0 ω+n1+1, p̄′1
> w1/p̄0

l0ν

w

w

w

w

w

w0/p̄0

∨

ω+n0+1, /0

====== r0µ0
=

ω+n1+1
> r0ν
∨

ω+n0+1

Claim 6:We havexµ0/p′′= l1µ1 and may assumex∈VSIG.
Proof of Claim 6:We havexµ0/p′′= l0µ0/p′p′′=u/p̄0p′p′′=u/p̄0p̄′1=u/p̄1= l1µ1.
If x∈VC , then xµ0∈T (cons,VC ), then xµ0/p′′∈T (cons,VC ), then
l1µ1∈T (cons,VC ), and then l1∈T (cons,VSIG⊎VC ) which we may assume not to be the case
by Claim 5. Q.e.d. (Claim 6)

Claim 7:We can defineν ∈ S UB (V,T (X)) by xν=xµ0[ p′′← r1µ1 ] and ∀y∈V\{x}. yν=yµ0.
Then we havexµ0−→ω+n1+1xν.
Proof of Claim 7:This follows directly from Claim 6. Q.e.d. (Claim 7)

Claim 8: l0ν=w1/p̄0.
Proof of Claim 8:By the left-linearity assumption of our lemma and claims 5 and 6 we may
assume{ p′′′ | l0/p′′′=x }= {p′}. Thus, by Claim 7 we getw1/p̄0=u/p̄0[ p̄′1← r1µ1 ]=
l0[ p′′′← yµ0 | l0/p′′′=y∈V ][ p̄′1← r1µ1 ]=
l0[ p′′′← yµ0 | l0/p′′′=y∈V ∧ y 6=x][ p′← xµ0 ][ p′p′′← r1µ1 ]=
l0[ p′′′← yν | l0/p′′′=y∈V ∧ y 6=x][ p′← xµ0[ p′′← r1µ1 ] ]=
l0[ p′′′← yν | l0/p′′′=y∈V ]= l0ν. Q.e.d. (Claim 8)

Claim 9: w0/p̄0
=
−→ω+n1+1r0ν.

Proof of Claim 9:By the right-linearity assumption of our lemma and claims 5 and 6 we may
assume|{ p′′′ | r0/p′′′=x }| �1. Thus by Claim 7 we get:w0/p̄0= r0µ0=
r0[ p′′′← yµ0 | r0/p′′′=y∈V\{x} ][ p′′′← xµ0 | r0/p′′′=x]

=
−→ω+n1+1

r0[ p′′′← yµ0 | r0/p′′′=y∈V\{x} ][ p′′′← xν | r0/p′′′=x]=
r0[ p′′′← yν | r0/p′′′=y∈V\{x} ][ p′′′← xν | r0/p′′′=x]= r0ν. Q.e.d. (Claim 9)

By claims 8 and 9 it now suffices to showl0ν−→ω+n0+1r0ν, which again follows from
Lemma 13.8 (matching itsn0 to our n1+1 and itsn1 to our n0) since R,X is quasi-normal
and ω-shallow confluent up to(n1+1)+ωn0 by our induction hypothesis, and since∀y∈V.

yµ0
∗
−→ω+n1+1yν by Claim 7. Q.e.d. (“The variable overlap case”)
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“The critical peak case”: ¯p′1∈POS (l0) ∧ l0/p̄′1 6∈V:

l0µ0 ω+n1+1, p̄′1
> w1/p̄0

w0/p̄0

∨
ω+n0+1, /0

∗
ω

> ◦
=

ω+n1+1
> ◦

∗
ω+n1

> ◦

∗
∨

ω+n0+1

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l1, r1),C1))]∩V (((l0, r0),C0)) = /0.
Define Y:= ξ[V (((l1, r1),C1))]∪V (((l0, r0),C0)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ0 if x∈ V (((l0, r0),C0))
xξ−1µ1 else

}

(x∈V).

By l1ξρ= l1ξξ−1µ1=u/p̄1=u/p̄0p̄′1= l0µ0/p̄′1= l0ρ/p̄′1=(l0/p̄′1)ρ
let σ := mgu({(l1ξ, l0/p̄′1)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
If l0[ p̄′1← r1ξ ]σ= r0σ, then the proof is finished due to

w0/p̄0= r0µ0= r0σϕ= l0[ p̄′1← r1ξ ]σϕ= l0µ0[ p̄′1← r1µ1 ]=w1/p̄0.
Otherwise we have((l0[ p̄′1← r1ξ ],C1ξ,1), (r0,C0,1), l0, σ, p̄′1) ∈ CP(R) (due to Claim 5);
p̄′1 6= /0 (due the global case assumption);C1ξσϕ = C1µ1 is fulfilled w.r.t. −→ω+n1

; C0σϕ =
C0µ0 is fulfilled w.r.t.−→ω+n0

. Since∀δ≺(n1+1)+ω(n0+1). R,X is ω-shallow confluent up toδ
(by our induction hypothesis), due to our assumedω-shallow noisy anti-closedness (match-
ing the definition’sn0 to our n1+1 and itsn1 to n0+1) we have w1/p̄0= l0µ0[ p̄′1← r1µ1 ]=

l0[ p̄′1← r1ξ ]σϕ ∗
−→ω+n0+1 ◦

∗
←−ω+n1

◦
=
←−ω+n1+1◦

∗
←−ωr0σϕ= r0µ0=w0/p̄0.

Q.e.d. (“The critical peak case”) Q.e.d. (“There is some ¯p′1 with p̄0p̄′1= p̄1 and p̄′1 6= /0 ”)
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There is some ¯p′0 with p̄1p̄′0= p̄0 :

We have two cases:

“The second variable overlap case”:

There arex∈V and p′, p′′ such thatl1/p′=x∧ p′p′′= p̄′0:

l1µ1 ω+n1+1, /0
> w1/p̄1

r1µ1

w

w

w

w

w

w

w0/p̄1

∨

ω+n0+1, p̄′0

====== l1ν
ω+n1+1

> r1ν

==
∨

ω+n0+1

Claim 11a:We havexµ1/p′′= l0µ0 and may assumex∈VSIG.
Proof of Claim 11a:We havexµ1/p′′= l1µ1/p′p′′=u/p̄1p′p′′=u/p̄1p̄′0=u/p̄0= l0µ0.
If x∈VC , then xµ1∈T (cons,VC ), then xµ1/p′′∈T (cons,VC ), then
l0µ0∈T (cons,VC ), and then l0∈T (cons,VSIG⊎VC ) which we may assume not to be the case
by Claim 5. Q.e.d. (Claim 11a)

Claim 11b:We can defineν ∈ S UB (V,T (X)) by xν=xµ1[ p′′← r0µ0 ] and ∀y∈V\{x}. yν=
yµ1. Then we havexµ1−→ω+n0+1xν.
Proof of Claim 11b:This follows directly from Claim 11a. Q.e.d. (Claim 11b)

Claim 12: w0/p̄1= l1ν.
Proof of Claim 12:
By the left-linearity assumption of our lemma and claims 5 and 11a we may assume{ p′′′ |
l1/p′′′=x }= {p′}. Thus, by Claim 11b we getw0/p̄1=u/p̄1[ p̄′0← r0µ0 ]=
l1[ p′′′← yµ1 | l1/p′′′=y∈V ][ p̄′0← r0µ0 ]=
l1[ p′′′← yµ1 | l1/p′′′=y∈V ∧ y 6=x][ p′← xµ1 ][ p′p′′← r0µ0 ]=
l1[ p′′′← yν | l1/p′′′=y∈V ∧ y 6=x][ p′← xµ1[ p′′← r0µ0 ] ]=
l1[ p′′′← yν | l1/p′′′=y∈V ]= l1ν. Q.e.d. (Claim 12)

Claim 13: r1ν←−q ω+n0+1w1/p̄1.
Proof of Claim 13:Since r1µ1=w1/p̄1, this follows directly from Claim 11b. Q.e.d. (Claim 13)

By claims 12 and 13 using Corollary 2.14 it now suffices to showl1ν−→ω+n1+1r1ν, which again
follows from Claim 11b, Lemma 13.8 (matching itsn0 to ourn0+1 and itsn1 to ourn1), and our
induction hypothesis that R,X is ω-shallow confluent up to(n0+1)+ωn1.
Q.e.d. (“The second variable overlap case”)



140

“The second critical peak case”: ¯p′0∈POS (l1) ∧ l1/p̄′0 6∈V:

l1µ1 ω+n1+1, /0
> w1/p̄1

w0/p̄1

∨
ω+n0+1, p̄′0

∗
ω

> ◦
=

ω+n1+1
> ◦

∗
ω+n1

> ◦

∗
∨

ω+n0+1

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l0, r0),C0))]∩V (((l1, r1),C1)) = /0.
Define Y:= ξ[V (((l0, r0),C0))]∪V (((l1, r1),C1)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ1 if x∈ V (((l1, r1),C1))
xξ−1µ0 else

}

(x∈V).

By l0ξρ= l0ξξ−1µ0=u/p̄0=u/p̄1p̄′0= l1µ1/p̄′0= l1ρ/p̄′0=(l1/p̄′0)ρ
let σ := mgu({(l0ξ, l1/p̄′0)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
If l1[ p̄′0← r0ξ ]σ= r1σ, then the proof is finished due to

w0/p̄1= l1µ1[ p̄′0← r0µ0 ]= l1[ p̄′0← r0ξ ]σϕ= r1σϕ= r1µ1=w1/p̄1.
Otherwise we have((l1[ p̄′0← r0ξ ],C0ξ,1), (r1,C1,1), l1, σ, p̄′0) ∈ CP(R) (due to Claim 5);
C0ξσϕ = C0µ0 is fulfilled w.r.t. −→ω+n0

; C1σϕ = C1µ1 is fulfilled w.r.t. −→ω+n1
. Since

∀δ≺(n0+1)+ω(n1+1). R,X is ω-shallow confluent up toδ (by our induction hypothesis) due to
our assumedω-shallow noisy strong joinability (matching the definition’s n0 to ourn0+1 and its
n1 to ourn1+1) we havew0/p̄1= l1µ1[ p̄′0← r0µ0 ]= l1[ p̄′0← r0ξ ]σϕ ∗

−→ω◦
=
−→ω+n1+1◦

∗
−→ω+n1

◦
∗
←−ω+n0+1r1σϕ= r1µ1=w1/p̄1.
Q.e.d. (“The second critical peak case”) Q.e.d. (Lemma A.6)

Proof of Lemma A.7 For each literalL in C we have to show thatLν is fulfilled w.r.t.−→R,X,ω+n1
.

Note that we already know thatLµ is fulfilled w.r.t. −→R,X,ω+n1
. If V (C)⊆VC , then for allx

in V (C) we have xµ∈T (cons,VC ) and then by Lemma 2.10xµ
∗
−→R,X,ω+0yµ. Thus, by the

disjunctive assumption of our lemma we may assumen0�n1.

L = (s0=s1): We haves0ν ∗
←−R,X,ω+n0

s0µ
∗
−→R,X,ω+n1

t0
∗
←−R,X,ω+n1

s1µ
∗
−→R,X,ω+n0

s1ν for somet0. By

our ω-level confluence up ton1 and n0�n1, we get somev with s0ν ∗
−→R,X,ω+n1

v
∗
←−R,X,ω+n1

t0

and then (due tov
∗
←−R,X,ω+n1

s1µ
∗
−→R,X,ω+n0

s1ν) v
∗
−→R,X,ω+n1

◦
∗
←−R,X,ω+n1

s1ν.

L = (Defs): We know the existence oft ∈ G T (cons) with sν ∗
←−R,X,ω+n0

sµ
∗
−→R,X,ω+n1

t. By our

ω-level confluence up ton1 and n0�n1, there is somet ′ with sν ∗
−→R,X,ω+n1

t ′
∗
←−R,X,ω+n1

t. By
Lemma 2.10 we gett ′∈G T (cons).
L = (s06=s1): There exist somet0,t1 ∈ G T (cons) with ∀i≺2. siν

∗
←−R,X,ω+n0

siµ
∗
−→R,X,ω+n1

ti and

t0 ∤↓
R,X,ω+n1

t1. Just like above we gett ′0, t ′1 ∈ G T (cons) with ∀i≺2. siν
∗
−→R,X,ω+n1

t ′i
∗
←−R,X,ω+n1

ti .

Finally t ′0
∗
←−R,X,ω+n1

t0 ∤↓
R,X,ω+n1

t1
∗
−→R,X,ω+n1

t ′1 implies t ′0 ∤↓
R,X,ω+n1

t ′1. Q.e.d. (Lemma A.7)
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Proof of Lemma A.8

Claim 0:R,X is ω-shallow confluent up toω.
Proof of Claim 0:Directly by the assumed strong commutation, cf. the proofs of the claims 2 and
3 of the proof of Lemma A.1. Q.e.d. (Claim 0)

Claim 1: If
∗
−→ω◦−→q ω+n◦

∗
−→ω strongly commutes over

∗
−→ω+n, then−→ω+n and−→ω+n are

commuting.
Proof of Claim 1:

∗
−→ω◦−→q ω+n◦

∗
−→ω and

∗
−→ω+n are commuting by Lemma 3.3. Since by

Corollary 2.14 and Lemma 2.12 we have−→ω+n ⊆
∗
−→ω◦−→q ω+n◦

∗
−→ω ⊆

∗
−→ω+n, now−→ω+n

and−→ω+n are commuting, too. Q.e.d. (Claim 1)

Forn≺ ω we are going to show by induction onn the following property:

w0←−q ω+nu−→q ω+nw1 ⇒ w0
∗
−→ω◦−→q ω+n◦

∗
−→ω ◦

∗
←−ω+nw1.

u ‖
ω+n

> w1

w0

==
∨

ω+n

∗
ω

> ◦ ‖
ω+n

> ◦
∗
ω

> ◦

∗
∨

ω+n

Claim 2: Let δ ≺ ω. If ∀n�δ. ∀w0,w1,u.

(

w0←−q ω+nu−→q ω+nw1

⇒ w0
∗
−→ω◦−→q ω+n◦

∗
−→ω ◦

∗
←−ω+nw1

)

, then

∀n�δ.
(

∗
−→ω◦−→q ω+n◦

∗
−→ω strongly commutes over

∗
−→ω+n

)

, and R,X is ω-level confluent

up toδ.
Proof of Claim 2: First we show the strong commutation. Assumen�δ. By Lemma 3.3
it suffices to show that

∗
−→ω◦−→q ω+n◦

∗
−→ω strongly commutes over−→ω+n. Assume

u′′←−ω+nu
′ ∗−→ωu−→q ω+nw1

∗
−→ωw2 (cf. diagram below). By the strong commutation assumed

for our lemma and Corollary 2.14, there arew0 andw′0 with u′′
∗
−→ωw′0

∗
←−ωw0←−q ω+nu. By the

above property there are somew3, w′1 with w0
∗
−→ωw3−→q ω+n◦

∗
−→ωw′1

∗
←−ω+nw1. By Claim 0

we can close the peakw′1
∗
←−ω+nw1

∗
−→ωw2 according to w′1

∗
−→ωw′2

∗
←−ω+nw2 for somew′2.

By Claim 0 again, we can close the peakw′0
∗
←−ωw0

∗
−→ωw3 according to w′0

∗
−→ωw′3

∗
←−ωw3

for somew′3. To close the whole diagram, we only have to show that we can close the peak

w′3
∗
←−ωw3−→q ω+n◦

∗
−→ωw′2 according tow′3−→q ω+n◦

∗
−→ω ◦

∗
←−ωw′2, which is possible due to the

strong commutation assumed for our lemma.

u′
∗
ω

> u ‖
ω+n

> w1
∗
ω

> w2

w0

==
∨

ω+n

∗
ω

> w3 ‖
ω+n

> ◦
∗
ω

> w′1

∗
∨

ω+n

∗
ω

> w′2

∗
∨

ω+n

u′′
∨

ω+n

∗
ω

> w′0

∗
∨

ω

∗
ω

> w′3

∗
∨

ω

‖
ω+n

> ◦
∗
ω

> ◦

∗
∨

ω
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Finally we showω-level confluence up toδ. Assumen0,n1 ≺ ω with max{n0,n1}�δ and
w0

∗
←−ω+n0

u
∗
−→ω+n1

w1. By Lemma 2.12 we get w0
∗
←−ω+max{n0,n1}

u
∗
−→ω+max{n0,n1}

w1. Since

max{n0,n1}�δ, above we have shown that
∗
−→ω◦−→q ω+max{n0,n1}

◦
∗
−→ω strongly commutes over

∗
−→ω+max{n0,n1}

. By Claim 1 we finally getw0
∗
−→ω+max{n0,n1}

◦
∗
←−ω+max{n0,n1}

w1 as desired.
Q.e.d. (Claim 2)

Note that for n=0 our property follows from←−q ω ⊆
∗
←−ω (by Corollary 2.14) and Claim 0.

The benefit of Claim 2 is twofold: First, it says that our lemmais valid if the above property
holds for alln≺ ω. Second, it strengthens the property when used as inductionhypothesis. Thus
(writing n+1 instead ofn since we may assume 0≺n) it now suffices to show forn≺ ω that

w0←−q ω+n+1,Π0
u−→q ω+n+1,Π1

w1

together with our induction hypotheses that

R,X is ω-level confluent up ton

implies
w0

∗
−→ω◦−→q ω+n+1◦

∗
−→ω ◦

∗
←−ω+n1+1w1.

u ‖
ω+n+1,Π1

> w1

w0

==
∨

ω+n+1,Π0

∗
ω

> ◦ ‖
ω+n+1

> ◦
∗
ω

> ◦

∗
∨

ω+n+1

W.l.o.g. let the positions ofΠi be maximal in the sense that for anyp ∈ Πi and Ξ ⊆
POS (u)∩(pN+) we do not haveu−→q ω+n+1,(Πi\{p})∪Ξwi anymore. Then for eachi ≺ 2 andp∈ Πi

there are((l i,p, r i,p),Ci,p) ∈ R and µi,p ∈ S UB (V,T (X)) with u/p= l i,pµi,p, r i,pµi,p=wi/p,
Ci,pµi,p fulfilled w.r.t.−→ω+n. Finally, for eachi ≺ 2: wi =u[ p← r i,pµi,p | p∈Πi ].
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Claim 5:We may assume∀i≺2. ∀p∈Πi . l i,p 6∈T (cons,VSIG⊎VC ).
Proof of Claim 5: Define Ξi := { p∈Πi | l i,p∈T (cons,VSIG⊎VC ) } and u′i :=
u[ p← r i,pµi,p | p∈Πi\Ξi ]. If we have succeeded with our proof under the assumption of

Claim 5, then we have shownu′0
∗
−→ωv0−→q ω+n+1◦

∗
−→ωv1

∗
←−ω+n+1u

′
1 for some v0, v1 (cf.

diagram below). By Lemma 13.2 (matching both itsµ andν to ourµi,p) we get ∀i≺2. ∀p∈Ξi.

l i,pµi,p−→ωr i,pµi,p and therefore∀i≺2. u′i−→q ω,Ξi
wi . Thus from v1

∗
←−ω+n0+1u

′
1
∗
−→ωw1 we get

v1
∗
−→ωv2

∗
←−ω+n0+1w1 for somev2 by ω-shallow confluence up toω (cf. Claim 0). For the same

reason we can close the peakw0
∗
←−ωu′0

∗
−→ωv0 according tow0

∗
−→ωv′0

∗
←−ωv0 for somev′0. By

the assumption of our lemma that−→q R,X,ω+n1+1◦
∗
−→R,X,ω strongly commutes over

∗
−→ω, from

v′0
∗
←−ωv0−→q ω+n1+1◦

∗
−→ωv1

∗
−→ωv2 we can finally concludev′0−→q ω+n1+1◦

∗
−→ω ◦

∗
←−ωv2.

u ‖
ω+n+1,Π1\Ξ1

> u′1 ‖
ω,Ξ1

> w1

u′0

==
∨

ω+n+1,Π0\Ξ0

∗
ω

> v0 ‖
ω+n+1

> ◦
∗
ω

> v1

∗
∨

ω+n+1

∗
ω

> v2

∗
∨

ω+n+1

w0

==
∨

ω,Ξ0

∗
ω

> v′0

∗
∨

ω

‖
ω+n+1

> ◦
∗
ω

> ◦

∗
∨

ω

Q.e.d. (Claim 5)

Define the set of inner overlapping positions by
Ω(Π0,Π1) :=

[

i≺2

{ p∈Π1−i | ∃q∈Πi . ∃q
′∈N∗. p=qq′ },

and the length of a term byλ( f (t0, . . . , tm−1)) := 1+∑ j≺mλ(t j).

Now we start a second level of induction on ∑
p′∈Ω(Π0,Π1)

λ(u/p′) in ≺ .

Define the set of top positions by
Θ := { p∈Π0∪Π1 | ¬∃q∈Π0∪Π1. ∃q

′∈N+. p=qq′ }.
Since the prefix ordering is wellfounded we have∀i≺2. ∀p∈Πi . ∃q∈Θ. ∃q′∈N∗. p=
qq′. Then ∀i≺2. wi =wi [q← wi/q | q∈Θ ]=u[ p← r i,pµi,p | p∈Πi ][q← wi/q | q∈Θ ]=
u[q← wi/q | q∈Θ ]. Thus, it now suffices to show for allq∈Θ

w0/q
∗
−→ω◦−→q ω+n+1◦

∗
−→ω ◦

∗
←−ω+n+1w1/q

because then we have
w0=u[q← w0/q | q∈Θ ]

∗
−→ω◦−→q ω+n+1◦

∗
−→ω ◦

∗
←−ω+n+1u[q← w1/q | q∈Θ ]=w1.

Therefore we are left with the following two cases forq∈Θ:



144

q 6∈Π1: Then q∈Π0. DefineΠ′1 := { p | qp∈Π1 }. We have two cases:

“The variable overlap (if any) case”:∀p∈Π′1∩POS (l0,q). l0,q/p∈V:

l0,qµ0,q ‖
ω+n+1,Π′1

> w1/q

l0,qν

w

w

w

w

w

w0/q
∨

ω+n+1, /0

===== r0,qµ0,q ‖
ω+n+1

> r0,qν
∨

ω+n+1

Define a functionΓ on V by (x∈V): Γ(x) := { (p′, p′′) | l0,q/p′=x ∧ p′p′′ ∈Π′1 }.
Claim 7:There is someν ∈ S UB (V,T (X)) with

∀x∈ V.

(

xµ0,q−→q ω+n+1xν
∧ ∀p′∈dom(Γ(x)). xν=xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]

)

.

Proof of Claim 7:
In case of dom(Γ(x))= /0 we define xν := xµ0,q. If there is somep′ such that dom(Γ(x))=
{p′} we definexν := xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]. This is appropriate since due
to ∀(p′, p′′)∈Γ(x). xµ0,q/p′′= l0,qµ0,q/p′p′′=u/qp′p′′= l1,qp′p′′µ1,qp′p′′ we have

xµ0,q=xµ0,q[ p′′← l1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]−→q ω+n+1

xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]=xν.
Finally, in case of |dom(Γ(x))| ≻ 1, l0,q is not linear inx. By the conditions of our lemma and
Claim 5 this impliesx∈VC . Since there is some(p′, p′′) ∈ Γ(x) with xµ0,q/p′′= l1,qp′p′′µ1,qp′p′′

this implies l1,qp′p′′µ1,qp′p′′∈T (cons,VC ) and then l1,qp′p′′∈T (cons,VSIG⊎VC ) which contra-
dicts Claim 5. Q.e.d. (Claim 7)

Claim 8: l0,qν=w1/q.
Proof of Claim 8:
By Claim 7 we getw1/q=u/q[ p′p′′← r1,qp′p′′µ1,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l0,q[ p′← xµ0,q | l0,q/p′=x∈V ][ p′p′′← r1,qp′p′′µ1,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l0,q[ p′← xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ] | l0,q/p′=x∈V ]=
l0,q[ p′← xν | l0,q/p′=x∈V ]= l0,qν. Q.e.d. (Claim 8)

Claim 9: w0/q−→q ω+n+1r0,qν.
Proof of Claim 9:Since w0/q= r0,qµ0,q, this follows directly from Claim 7. Q.e.d. (Claim 9)

By claims 8 and 9 it now suffices to showl0,qν−→ω+n+1r0,qν, which again follows from
Lemma A.7 (matching itsn0 to our n+1 and itsn1 to our n) since R,X is ω-level confluent
up to n by our induction hypothesis and since∀x∈V. xµ0,q

∗
−→ω+n+1xν by Claim 7 and Corol-

lary 2.14.
Q.e.d. (“The variable overlap (if any) case”)
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“The critical peak case”: There is somep∈Π′1∩POS (l0,q) with l0,q/p 6∈V:

l0,qµ0,q ω+n+1, p
> u′ ‖

ω+n+1,Π′1\{p}
> w1/q

v1

==
∨

ω+n+1

∗
ω

> v3 ‖
ω+n+1

> ◦
∗
ω

> v′1

∗
∨

ω+n+1

w0/q
∨

ω+n+1, /0

∗
ω

> v2

∗
∨

ω

∗
ω

> v4

∗
∨

ω

‖
ω+n+1

> ◦
∗
ω

> ◦

∗
∨

ω

Claim 10: p 6= /0.
Proof of Claim 10:If p= /0, then /0∈Π′1, then q∈Π1, which contradicts our global case
assumption. Q.e.d. (Claim 10)

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l1,qp, r1,qp),C1,qp))]∩V (((l0,q, r0,q),C0,q)) = /0.
Define Y:= ξ[V (((l1,qp, r1,qp),C1,qp))]∪V (((l0,q, r0,q),C0,q)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ0,q if x∈ V (((l0,q, r0,q),C0,q))
xξ−1µ1,qp else

}

(x∈V).

By l1,qpξρ= l1,qpξξ−1µ1,qp=u/qp= l0,qµ0,q/p= l0,qρ/p=(l0,q/p)ρ
let σ := mgu({(l1,qpξ, l0,q/p)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
Defineu′ := l0,qµ0,q[ p← r1,qpµ1,qp]. We get

u′=u/q[ p′← l1,qp′µ1,qp′ | p′∈Π′1\{p} ][ p← r1,qpµ1,qp]−→q ω+n+1,Π′1\{p}

u/q[ p′← r1,qp′µ1,qp′ | p′∈Π′1 ]=w1/q.
If l0,q[ p← r1,qpξ ]σ= r0,qσ, then the proof is finished due to

w0/q= r0,qµ0,q= r0,qσϕ= l0,q[ p← r1,qpξ ]σϕ=u′−→q ω+n+1,Π′1\{p}
w1/q.

Otherwise we have((l0,q[ p← r1,qpξ ]σ,C1,qpξσ,1), (r0,qσ,C0,qσ,1), l0,qσ, p) ∈ CP(R) (due
to Claim 5); p 6= /0 (due to Claim 10); C1,qpξσϕ = C1,qpµ1,qp is fulfilled w.r.t. −→ω+n;
C0,qσϕ = C0,qµ0,q is fulfilled w.r.t. −→ω+n. Since R,X is ω-level confluent up ton (by
our induction hypothesis) andω-shallow confluent up toω (by Claim 0) due to our as-
sumedω-level parallel closedness (matching the definition’sn to our n+1) we have u′=
l0,q[ p← r1,qpξ ]σϕ−→q ω+n+1v1

∗
−→ωv2

∗
←−ωr0,qσϕ= r0,qµ0,q=w0/q for somev1, v2. We then

have v1←−q ω+n+1,Π′′u′−→q ω+n+1,Π′1\{p}
w1/q for some Π′′. By ∑

p′′∈Ω(Π′′,Π′1\{p})
λ(u′/p′′) �

∑
p′′∈Π′1\{p}

λ(u′/p′′) = ∑
p′′∈Π′1\{p}

λ(u/qp′′) ≺

∑
p′′∈Π′1

λ(u/qp′′) = ∑
p′∈qΠ′1

λ(u/p′) = ∑
p′∈Ω({q},Π1)

λ(u/p′) � ∑
p′∈Ω(Π0,Π1)

λ(u/p′), due to our

second induction level we get somev′1, v3 with v1
∗
−→ωv3−→q ω+n+1◦

∗
−→ωv′1

∗
←−ω+n+1w1/q. By

Claim 0 we can close the peak atv1 according tov2
∗
−→ωv4

∗
←−ωv3 for somev4. Finally by the

assumption of our lemma that−→q R,X,ω+n1+1◦
∗
−→R,X,ω strongly commutes over

∗
−→ω, the peak at

v3 can be closed according tov4−→q ω+n+1◦
∗
−→ω ◦

∗
←−ωv′1.

Q.e.d. (“The critical peak case”) Q.e.d. (“q 6∈Π1”)
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q∈Π1: DefineΠ′0 := { p | qp∈Π0 }. We have two cases:

“The second variable overlap (if any) case”:∀p∈Π′0∩POS (l1,q). l1,q/p∈V:

l1,qµ1,q ω+n+1, /0
> w1/q

r1,qµ1,q

w

w

w

w

w

w

w0/q

==

∨

ω+n+1Π′0

====== l1,qν
ω+n+1

> r1,qν

==
∨

ω+n+1

Define a functionΓ on V by (x∈V): Γ(x) := { (p′, p′′) | l1,q/p′=x ∧ p′p′′ ∈Π′0 }.
Claim 11:There is someν ∈ S UB (V,T (X)) with

∀x∈ V.

(

xν←−q ω+n+1xµ1,q

∧ ∀p′∈dom(Γ(x)). xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]=xν

)

.

Proof of Claim 11:
In case of dom(Γ(x))= /0 we define xν := xµ1,q. If there is somep′ such that dom(Γ(x))=
{p′} we definexν := xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]. This is appropriate since due
to ∀(p′, p′′)∈Γ(x). xµ1,q/p′′= l1,qµ1,q/p′p′′=u/qp′p′′= l0,qp′p′′µ0,qp′p′′ we have

xµ1,q=xµ1,q[ p′′← l0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]−→q ω+n+1

xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]=xν.
Finally, in case of |dom(Γ(x))| ≻ 1, l1,q is not linear inx. By the conditions of our lemma and
Claim 5 this impliesx∈VC . Since there is some(p′, p′′) ∈ Γ(x) with xµ1,q/p′′= l0,qp′p′′µ0,qp′p′′

this implies l0,qp′p′′µ0,qp′p′′∈T (cons,VC ) and then l0,qp′p′′∈T (cons,VSIG⊎VC ) which contra-
dicts Claim 5. Q.e.d. (Claim 11)

Claim 12: w0/q= l1,qν.
Proof of Claim 12:
By Claim 11 we getw0/q=u/q[ p′p′′← r0,qp′p′′µ0,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l1,q[ p′← xµ1,q | l1,q/p′=x∈V ][ p′p′′← r0,qp′p′′µ0,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l1,q[ p′← xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ] | l1,q/p′=x∈V ]=
l1,q[ p′← xν | l1,q/p′=x∈V ]= l1,qν. Q.e.d. (Claim 12)

Claim 13: r1,qν←−q ω+n+1w1/q.
Proof of Claim 13:Since r1,qµ1,q=w1/q, this follows directly from Claim 11. Q.e.d. (Claim 13)

By claims 12 and 13 using Corollary 2.14 it now suffices to showl1,qν−→ω+n+1r1,qν, which again
follows from Lemma A.7 (matching itsn0 to ourn+1 and itsn1 to ourn) since R,X is ω-level
confluent up ton by our induction hypothesis and since∀x∈V. xµ1,q

∗
−→ω+n+1xν by Claim 11

and Corollary 2.14.
Q.e.d. (“The second variable overlap (if any) case”)
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“The second critical peak case”: There is somep∈Π′0∩POS (l1,q) with l1,q/p 6∈V:

l1,qµ1,q ω+n+1, /0
> w1/q

u′
∨

ω+n+1, p

‖
ω+n+1

> v1
∗
ω

> v2

∗
∨

ω+n+1

w0/q

==
∨

ω+n+1,Π′0\{p}

∗
ω

> ◦ ‖
ω+n+1

> ◦
∗
ω

> v′1

∗
∨

ω+n+1

∗
ω

> ◦

∗
∨

ω+n+1

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l0,qp, r0,qp),C0,qp))]∩V (((l1,q, r1,q),C1,q)) = /0.
Define Y:= ξ[V (((l0,qp, r0,qp),C0,qp))]∪V (((l1,q, r1,q),C1,q)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ1,q if x∈ V (((l1,q, r1,q),C1,q))
xξ−1µ0,qp else

}

(x∈V).

By l0,qpξρ= l0,qpξξ−1µ0,qp=u/qp= l1,qµ1,q/p= l1,qρ/p=(l1,q/p)ρ
let σ := mgu({(l0,qpξ, l1,q/p)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
Defineu′ := l1,qµ1,q[ p← r0,qpµ0,qp]. We get

w0/q=u/q[ p′← r0,qp′µ0,qp′ | p′∈Π′0 ]←−q ω+n+1,Π′0\{p}

u/q[ p′← l0,qp′µ0,qp′ | p′∈Π′0\{p} ][ p← r0,qpµ0,qp]=u′.
If l1,q[ p← r0,qpξ ]σ= r1,qσ, then the proof is finished due to

w0/q←−q ω+n+1,Π′0\{p}
u′= l1,q[ p← r0,qpξ ]σϕ= r1,qσϕ= r1,qµ1,q=w1/q.

Otherwise we have((l1,q[ p← r0,qpξ ]σ,C0,qpξσ,1), (r1,qσ,C1,qσ,1), l1,qσ, p) ∈ CP(R) (due
to Claim 5); C0,qpξσϕ = C0,qpµ0,qp is fulfilled w.r.t. −→ω+n; C1,qσϕ = C1,qµ1,q is fulfilled
w.r.t. −→ω+n. Since R,X is ω-level confluent up ton (by our induction hypothesis) andω-
shallow confluent up toω (by Claim 0) due to our assumedω-level parallel joinability (match-
ing the definition’sn to our n+1) we have u′= l1,q[ p← r0,qpξ ]σϕ−→q ω+n+1v1

∗
−→ωv2

∗
←−ω+n+1

r1,qσϕ= r1,qµ1,q=w1/q for somev1, v2. We then havew0/q←−q ω+n+1,Π′0\{p}
u′−→q ω+n+1,Π′′v1 for

someΠ′′. Since ∑
p′′∈Ω(Π′0\{p},Π′′)

λ(u′/p′′) � ∑
p′′∈Π′0\{p}

λ(u′/p′′) = ∑
p′′∈Π′0\{p}

λ(u/qp′′) ≺

∑
p′′∈Π′0

λ(u/qp′′) = ∑
p′∈qΠ′0

λ(u/p′) = ∑
p′∈Ω(Π0,{q})

λ(u/p′) � ∑
p′∈Ω(Π0,Π1)

λ(u/p′) due to our

second induction level we get somev′1 with w0/q
∗
−→ω◦−→q ω+n+1◦

∗
−→ωv′1

∗
←−ω+n+1v1. Finally the

peak atv1 can be closed according tov′1
∗
−→ω ◦

∗
←−ω+n+1v2 by Claim 0.

Q.e.d. (“The second critical peak case”) Q.e.d. (Lemma A.8)
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Proof of Lemma A.9

Claim 0:R,X is ω-shallow confluent up toω.
Proof of Claim 0:Directly by the assumed strong commutation, cf. the proofs of the claims 2 and
3 of the proof of Lemma A.1. Q.e.d. (Claim 0)

Claim 1: If
∗
−→ω◦−→q ω+n◦

∗
−→ω strongly commutes over

∗
−→ω+n, then−→ω+n and−→ω+n are

commuting.
Proof of Claim 1:

∗
−→ω◦−→q ω+n◦

∗
−→ω and

∗
−→ω+n are commuting by Lemma 3.3. Since by

Corollary 2.14 and Lemma 2.12 we have−→ω+n ⊆
∗
−→ω◦−→q ω+n◦

∗
−→ω ⊆

∗
−→ω+n, now−→ω+n

and−→ω+n are commuting, too. Q.e.d. (Claim 1)

Forn≺ ω we are going to show by induction onn the following property:

w0←−ω+nu−→q ω+nw1 ⇒ w0
∗
−→ω◦−→q ω+n◦

∗
−→ω ◦

∗
←−ω+nw1.

u ‖
ω+n

> w1

w0
∨

ω+n

∗
ω

> ◦ ‖
ω+n

> ◦
∗
ω

> ◦

∗
∨

ω+n

Claim 2: Let δ ≺ ω. If ∀n�δ. ∀w0,w1,u.

(

w0←−ω+nu−→q ω+nw1

⇒ w0
∗
−→ω◦−→q ω+n◦

∗
−→ω ◦

∗
←−ω+nw1

)

, then

∀n�δ.
(

∗
−→ω◦−→q ω+n◦

∗
−→ω strongly commutes over

∗
−→ω+n

)

, and R,X is ω-level confluent

up toδ.
Proof of Claim 2: First we show the strong commutation. Assumen�δ. By Lemma 3.3
it suffices to show that

∗
−→ω◦−→q ω+n◦

∗
−→ω strongly commutes over−→ω+n. Assume

u′′←−ω+nu
′ ∗−→ωu−→q ω+nw1

∗
−→ωw2 (cf. diagram below). By the strong commutation assumed

for our lemma, there arew0 andw′0 with u′′
∗
−→ωw′0

∗
←−ωw0

=
←−ω+nu. By the above property there

are somew3, w′1 with w0
∗
−→ωw3−→q ω+n◦

∗
−→ωw′1

∗
←−ω+nw1. By Claim 0 we can close the peak

w′1
∗
←−ω+nw1

∗
−→ωw2 according to w′1

∗
−→ωw′2

∗
←−ω+nw2 for somew′2. By Claim 0 again, we

can close the peakw′0
∗
←−ωw0

∗
−→ωw3 according to w′0

∗
−→ωw′3

∗
←−ωw3 for somew′3. To close

the whole diagram, we only have to show that we can close the peak w′3
∗
←−ωw3−→q ω+n◦

∗
−→ωw′2

according tow′3
∗
−→ω◦−→q ω+n◦

∗
−→ω ◦

∗
←−ωw′2, which is possible since it is assumed for our lemma

(below the strong commutation assumption).

u′
∗
ω

> u ‖
ω+n

> w1
∗
ω

> w2

w0

=

∨
ω+n

∗
ω

> w3 ‖
ω+n

> ◦
∗
ω

> w′1

∗
∨

ω+n

∗
ω

> w′2

∗
∨

ω+n

u′′
∨

ω+n

∗
ω

> w′0

∗
∨

ω

∗
ω

> w′3

∗
∨

ω

∗
ω

> ◦ ‖
ω+n

> ◦
∗
ω

> ◦

∗
∨

ω
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Finally we showω-level confluence up toδ. Assumen0,n1 ≺ ω with max{n0,n1}�δ and
w0

∗
←−ω+n0

u
∗
−→ω+n1

w1. By Lemma 2.12 we get w0
∗
←−ω+max{n0,n1}

u
∗
−→ω+max{n0,n1}

w1. Since

max{n0,n1}�δ, above we have shown that
∗
−→ω◦−→q ω+max{n0,n1}

◦
∗
−→ω strongly commutes over

∗
−→ω+max{n0,n1}

. By Claim 1 we finally getw0
∗
−→ω+max{n0,n1}

◦
∗
←−ω+max{n0,n1}

w1 as desired.
Q.e.d. (Claim 2)

Note that for n=0 our property follows from Corollary 2.14 and Claim 0.

The benefit of Claim 2 is twofold: First, it says that our lemmais valid if the above property
holds for alln≺ ω. Second, it strengthens the property when used as inductionhypothesis. Thus
(writing n+1 instead ofn since we may assume 0≺n) it now suffices to show forn≺ ω that

w0←−ω+n+1,p̄0
u−→q ω+n+1,Π1

w1

together with our induction hypotheses that

R,X is ω-level confluent up ton

implies
w0

∗
−→ω◦−→q ω+n+1◦

∗
−→ω ◦

∗
←−ω+n+1w1.

u ‖
ω+n1+1,Π1

> w1

w0
∨

ω+n+1, p̄0

∗
ω

> ◦ ‖
ω+n+1

> ◦
∗
ω

> ◦

∗
∨

ω+n+1

There are((l0,p̄0, r0,p̄0),C0,p̄0)∈R and µ0,p̄0 ∈ S UB (V,T (X)) with u/p= l0,p̄0µ0,p̄0, C0,p̄0µ0,p̄0

fulfilled w.r.t.−→ω+n, and w0=u[ p← r0,p̄0µ0,p̄0 ].

W.l.o.g. let the positions ofΠ1 be maximal in the sense that for anyp ∈ Π1 and Ξ ⊆
POS (u)∩(pN+) we do not haveu−→q ω+n+1,(Π1\{p})∪Ξw1 anymore. Then for eachp ∈ Π1 there
are ((l1,p, r1,p),C1,p) ∈ R and µ1,p ∈ S UB (V,T (X)) with u/p= l1,pµ1,p, r1,pµ1,p=w1/p,
C1,pµ1,p fulfilled w.r.t.−→ω+n. Finally, w1=u[ p← r1,pµ1,p | p∈Π1 ].



150

Claim 5:
We may assumel0,p̄0 6∈T (cons,VSIG⊎VC ) and ∀p∈Π1. l1,p 6∈T (cons,VSIG⊎VC ).
Proof of Claim 5: In case of l0,p̄0∈T (cons,VSIG⊎VC ) we get w0←−ωu by Lemma 13.2
(matching both itsµ and ν to our µ0,p̄0) and then our property follows from the assump-
tion of our lemma (below the strong commutation assumption). For the second restriction
defineΞ1 := { p∈Π1 | l1,p∈T (cons,VSIG⊎VC ) } and u′1 := u[ p← r1,pµ1,p | p∈Π1\Ξ1 ]. If
we have succeeded with our proof under the assumption of Claim 5, then we have shown
w0

∗
−→ω◦−→q ω+n+1◦

∗
−→ωv1

∗
←−ω+n+1u

′
1 for somev1 (cf. diagram below). By Lemma 13.2 (match-

ing both itsµ andν to ourµ1,p) we get ∀p∈Ξ1. l1,pµ1,p−→ωr1,pµ1,p and thereforeu′1−→q ω,Ξ1
w1.

Thus from v1
∗
←−ω+n0+1u

′
1
∗
−→ωw1 we get v1

∗
−→ωv2

∗
←−ω+n0+1w1 for somev2 by ω-shallow con-

fluence up toω (cf. Claim 0).

u ‖
ω+n+1,Π1\Ξ1

> u′1 ‖
ω,Ξ1

> w1

w0
∨

ω+n+1, p̄0

∗
ω

> ◦ ‖
ω+n+1

> ◦
∗
ω

> v1

∗
∨

ω+n+1

∗
ω

> v2

∗
∨

ω+n+1

Q.e.d. (Claim 5)

Now we start a second level of induction on|Π1| in ≺ .

Define the set of top positions by
Θ := { p∈{p̄0}∪Π1 | ¬∃q∈{p̄0}∪Π1. ∃q

′∈N+. p=qq′ }.
Since the prefix ordering is wellfounded we have∀p∈{p̄0}∪Π1. ∃q∈Θ. ∃q′∈N∗. p=qq′. It
now suffices to show for allq∈Θ

w0/q
∗
−→ω◦−→q ω+n+1◦

∗
−→ω ◦

∗
←−ω+n+1w1/q

because then we havew0=w0[q← w0/q | q∈Θ ]=u[ p̄0← r0,p̄0µ0,p̄0 ][q← w0/q | q∈Θ ]=

u[q← w0/q | q∈Θ ]
∗
−→ω◦−→q ω+n+1◦

∗
−→ω ◦

∗
←−ω+n+1u[q← w1/q | q∈Θ ]=

u[ p← r1,pµ1,p | p∈Π1 ][q← w1/q | q∈Θ ]=w1[q← w1/q | q∈Θ ]=w1.

Therefore we are left with the following two cases forq∈Θ:



151

q 6∈Π1: Then q= p̄0. DefineΠ′1 := { p | qp∈Π1 }. We have two cases:

“The variable overlap (if any) case”:∀p∈Π′1∩POS (l0,q). l0,q/p∈V:

l0,qµ0,q ‖
ω+n+1,Π′1

> w1/q

l0,qν

w

w

w

w

w

w0/q
∨

ω+n+1, /0

===== r0,qµ0,q ‖
ω+n+1

> r0,qν
∨

ω+n+1

Define a functionΓ on V by (x∈V): Γ(x) := { (p′, p′′) | l0,q/p′=x ∧ p′p′′ ∈Π′1 }.
Claim 7:There is someν ∈ S UB (V,T (X)) with

∀x∈ V.

(

xµ0,q−→q ω+n+1xν
∧ ∀p′∈dom(Γ(x)). xν=xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]

)

.

Proof of Claim 7:
In case of dom(Γ(x))= /0 we define xν := xµ0,q. If there is somep′ such that dom(Γ(x))=
{p′} we definexν := xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]. This is appropriate since due
to ∀(p′, p′′)∈Γ(x). xµ0,q/p′′= l0,qµ0,q/p′p′′=u/qp′p′′= l1,qp′p′′µ1,qp′p′′ we have

xµ0,q=xµ0,q[ p′′← l1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]−→q ω+n+1

xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]=xν.
Finally, in case of |dom(Γ(x))| ≻ 1, l0,q is not linear inx. By the conditions of our lemma and
Claim 5 this impliesx∈VC . Since there is some(p′, p′′) ∈ Γ(x) with xµ0,q/p′′= l1,qp′p′′µ1,qp′p′′

this implies l1,qp′p′′µ1,qp′p′′∈T (cons,VC ) and then l1,qp′p′′∈T (cons,VSIG⊎VC ) which contra-
dicts Claim 5. Q.e.d. (Claim 7)

Claim 8: l0,qν=w1/q.
Proof of Claim 8:
By Claim 7 we getw1/q=u/q[ p′p′′← r1,qp′p′′µ1,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l0,q[ p′← xµ0,q | l0,q/p′=x∈V ][ p′p′′← r1,qp′p′′µ1,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l0,q[ p′← xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ] | l0,q/p′=x∈V ]=
l0,q[ p′← xν | l0,q/p′=x∈V ]= l0,qν. Q.e.d. (Claim 8)

Claim 9: w0/q−→q ω+n+1r0,qν.
Proof of Claim 9:Since w0/q= r0,qµ0,q, this follows directly from Claim 7. Q.e.d. (Claim 9)

By claims 8 and 9 it now suffices to showl0,qν−→ω+n+1r0,qν, which again follows from
Lemma A.7 (matching itsn0 to our n+1 and itsn1 to our n) since R,X is ω-level confluent
up to n by our induction hypothesis and since∀x∈V. xµ0,q

∗
−→ω+n+1xν by Claim 7 and Corol-

lary 2.14.
Q.e.d. (“The variable overlap (if any) case”)
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“The critical peak case”: There is somep∈Π′1∩POS (l0,q) with l0,q/p 6∈V:

l0,qµ0,q ω+n+1, p
> u′ ‖

ω+n+1,Π′1\{p}
> w1/q

v1

=

∨
ω+n+1

∗
ω

> v3 ‖
ω+n+1

> ◦
∗
ω

> v′1

∗
∨

ω+n+1

w0/q
∨

ω+n+1, /0

∗
ω

> v2

∗
∨

ω

∗
ω

> v4

∗
∨

ω

∗
ω

> ◦ ‖
ω+n+1

> ◦
∗
ω

> ◦

∗
∨

ω

Claim 10: p 6= /0.
Proof of Claim 10:If p= /0, then /0∈Π′1, then q∈Π1, which contradicts our global case
assumption. Q.e.d. (Claim 10)

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l1,qp, r1,qp),C1,qp))]∩V (((l0,q, r0,q),C0,q)) = /0.
Define Y:= ξ[V (((l1,qp, r1,qp),C1,qp))]∪V (((l0,q, r0,q),C0,q)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ0,q if x∈ V (((l0,q, r0,q),C0,q))
xξ−1µ1,qp else

}

(x∈V).

By l1,qpξρ= l1,qpξξ−1µ1,qp=u/qp= l0,qµ0,q/p= l0,qρ/p=(l0,q/p)ρ
let σ := mgu({(l1,qpξ, l0,q/p)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
Defineu′ := l0,qµ0,q[ p← r1,qpµ1,qp]. We get

u′=u/q[ p′← l1,qp′µ1,qp′ | p′∈Π′1\{p} ][ p← r1,qpµ1,qp]−→q ω+n+1,Π′1\{p}

u/q[ p′← r1,qp′µ1,qp′ | p′∈Π′1 ]=w1/q.
If l0,q[ p← r1,qpξ ]σ= r0,qσ, then the proof is finished due to

w0/q= r0,qµ0,q= r0,qσϕ= l0,q[ p← r1,qpξ ]σϕ=u′−→q ω+n+1,Π′1\{p}
w1/q.

Otherwise we have((l0,q[ p← r1,qpξ ]σ,C1,qpξσ,1), (r0,qσ,C0,qσ,1), l0,qσ, p) ∈ CP(R) (due
to Claim 5); p 6= /0 (due to Claim 10); C1,qpξσϕ = C1,qpµ1,qp is fulfilled w.r.t.
−→ω+n; C0,qσϕ = C0,qµ0,q is fulfilled w.r.t. −→ω+n. Since R,X is ω-level confluent up
to n (by our induction hypothesis) andω-shallow confluent up toω (by Claim 0) due to
our assumedω-level closedness (matching the definition’sn to our n+1) we have u′=
l0,q[ p← r1,qpξ ]σϕ =

−→ω+n+1v1
∗
−→ωv2

∗
←−ωr0,qσϕ= r0,qµ0,q=w0/q for somev1, v2. We then have

v1
=
←−ω+n+1u

′−→q ω+n+1,Π′1\{p}
w1/q. By |Π′1\{p}| ≺ |Π

′
1| � |Π1| , due to our second induction

level we get somev′1 with v1
∗
−→ω◦−→q ω+n+1◦

∗
−→ωv′1

∗
←−ω+n+1w1/q. By Claim 0 we can close

the peak atv1 according to v2
∗
−→ωv4

∗
←−ωv3 for somev4. Finally by the assumption of our

lemma (below the strong commutation assumption) the peak atv3 can be closed according to
v4
∗
−→ω◦−→q ω+n◦

∗
−→ω ◦

∗
←−ω+nv

′
1.

Q.e.d. (“The critical peak case”) Q.e.d. (“q 6∈Π1”)
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q∈Π1: If there is no ¯p′0 with qp̄′0= p̄0, then the proof is finished due tow0/q=u/q=

l1,qµ1,q−→ω+n+1r1,qµ1,q=w1/q. Otherwise, we can define ¯p′0 by qp̄′0= p̄0. We have two cases:

“The second variable overlap case”:

There arex∈V and p′, p′′ such thatl1,q/p′=x∧ p′p′′= p̄′0:

l1,qµ1,q ω+n+1, /0
> w1/q

r1,qµ1,q

w

w

w

w

w

w

w0/q
∨

ω+n+1, p̄′0

====== l1,qν
ω+n+1

> r1,qν

==
∨

ω+n+1

Claim 11a:We havexµ1,q/p′′= l0,p̄0µ0,p̄0 and may assumex∈VSIG.
Proof of Claim 11a:We havexµ1,q/p′′= l1,qµ1,q/p′p′′=u/qp′p′′=u/qp̄′0=u/p̄0= l0,p̄0µ0,p̄0. If
x∈VC , then xµ1,q∈T (cons,VC ), then xµ1,q/p′′∈T (cons,VC ), then l0,p̄0µ0,p̄0∈T (cons,VC ),
and thenl0,p̄0∈T (cons,VSIG⊎VC ) which we may assume not to be the case by Claim 5.

Q.e.d. (Claim 11a)

Claim 11b:We can defineν ∈ S UB (V,T (X)) by xν=xµ1,q[ p′′← r0,p̄0µ0,p̄0 ] and ∀y∈V\{x}.
yν=yµ1,q. Then we havexµ1,q−→ω+n+1xν.
Proof of Claim 11b:This follows directly from Claim 11a. Q.e.d. (Claim 11b)

Claim 12: w0/q= l1,qν.
Proof of Claim 12:By the left-linearity assumption of our lemma, Claim 5, and Claim 11a
we may assume { p′′′ | l1,q/p′′′=x } = {p′}. Thus, by Claim 11b we get w0/q=
u/q[ p̄′0← r0,p̄0µ0,p̄0 ]=
l1,q[ p′′′← yµ1,q | l1,q/p′′′=y∈V ][ p̄′0← r0,p̄0µ0,p̄0 ]=
l1,q[ p′′′← yµ1,q | l1,q/p′′′=y∈V ∧ y 6=x][ p′← xµ1,q ][ p′p′′← r0,p̄0µ0,p̄0 ]=
l1,q[ p′′′← yν | l1,q/p′′′=y∈V ∧ y 6=x][ p′← xµ1,q[ p′′← r0,p̄0µ0,p̄0 ] ]=
l1,q[ p′′′← yν | l1,q/p′′′=y∈V ]= l1,qν. Q.e.d. (Claim 12)

Claim 13: r1,qν←−q ω+n+1w1/q.
Proof of Claim 13:Since r1,qµ1,q=w1/q, this follows directly from Claim 11b.

Q.e.d. (Claim 13)

By claims 12 and 13 using Corollary 2.14 it now suffices to showl1,qν−→ω+n+1r1,qν, which again
follows from Lemma A.7 (matching itsn0 to ourn+1 and itsn1 to ourn) since R,X is ω-level
confluent up ton by our induction hypothesis and since∀x∈V. xµ1,q

∗
−→ω+n+1xν by Claim 11b.

Q.e.d. (“The second variable overlap case”)
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“The second critical peak case”: ¯p′0∈POS (l1,q) ∧ l1,q/p̄′0 6∈V:

l1,qµ1,q ω+n+1, /0
> w1/q

w0/q
∨

ω+n+1, p̄′0

∗
ω

> ◦ ‖
ω+n+1

> ◦
∗
ω

> ◦

∗
∨

ω+n+1

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l0,p̄0, r0,p̄0),C0,p̄0))]∩V (((l1,q, r1,q),C1,q)) = /0.
Define Y:= ξ[V (((l0,p̄0, r0,p̄0),C0,p̄0))]∪V (((l1,q, r1,q),C1,q)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ1,q if x∈ V (((l1,q, r1,q),C1,q))
xξ−1µ0,p̄0 else

}

(x∈V).

By l0,p̄0ξρ= l0,p̄0ξξ−1µ0,p̄0 =u/p̄0=u/qp̄′0= l1,qµ1,q/p̄′0= l1,qρ/p̄′0=(l1,q/p̄′0)ρ
let σ := mgu({(l0,p̄0ξ, l1,q/p̄′0)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
If l1,q[ p̄′0← r0,p̄0ξ ]σ= r1,qσ, then the proof is finished due to

w0/q= l1,qµ1,q[ p̄′0← r0,p̄0µ0,p̄0 ]= l1,q[ p̄′0← r0,p̄0ξ ]σϕ= r1,qσϕ= r1,qµ1,q=w1/q.
Otherwise we have((l1,q[ p̄′0← r0,p̄0ξ ]σ,C0,p̄0ξσ,1), (r1,qσ,C1,qσ,1), l1,qσ, p̄′0) ∈ CP(R) (due
to Claim 5); C0,p̄0ξσϕ = C0,p̄0µ0,p̄0 is fulfilled w.r.t. −→ω+n; C1,qσϕ = C1,qµ1,q is ful-
filled w.r.t. −→ω+n. Since R,X is ω-level confluent up ton (by our induction hypothesis) and
ω-shallow confluent up toω (by Claim 0) due to our assumedω-level weak parallel join-
ability (matching the definition’sn to our n+1) we have w0/q= l1,qµ1,q[ p̄′0← r0,p̄0µ0,p̄0 ]=

l1,q[ p̄′0← r0,p̄0ξ ]σϕ ∗
−→ω◦−→q ω+n+1◦

∗
−→ω ◦

∗
←−ω+n+1r1,qσϕ= r1,qµ1,q=w1/q.

Q.e.d. (“The second critical peak case”) Q.e.d. (Lemma A.9)
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Proof of Lemma A.10

Claim 0:R,X is ω-shallow confluent up toω.
Proof of Claim 0:Directly by the assumed strong commutation, cf. the proofs of the claims 2 and
3 of the proof of Lemma A.1. Q.e.d. (Claim 0)

Claim 1:If
∗
−→ω◦−→ω+n◦

∗
−→ω strongly commutes over

∗
−→ω+n, then−→ω+n is confluent.

Proof of Claim 1:
∗
−→ω◦−→ω+n◦

∗
−→ω and

∗
−→ω+n are commuting by Lemma 3.3. Since by

Lemma 2.12 we have−→ω+n ⊆
∗
−→ω◦−→ω+n◦

∗
−→ω ⊆

∗
−→ω+n, now−→ω+n and−→ω+n are com-

muting, too. Q.e.d. (Claim 1)

Forn≺ ω we are going to show by induction onn the following property:

w0←−ω+nu−→ω+nw1 ⇒ w0
∗
−→ω◦

=
−→ω+n◦

∗
−→ω ◦

∗
←−ω+nw1.

u
ω+n

> w1

w0
∨

ω+n

∗
ω

> ◦
=

ω+n
> ◦

∗
ω

> ◦

∗
∨

ω+n

Claim 2: Let δ ≺ ω. If ∀n�δ. ∀w0,w1,u.

( (

w0←−ω+nu−→ω+nw1

⇒ w0
∗
−→ω◦

=
−→ω+n◦

∗
−→ω ◦

∗
←−ω+nw1

) )

,

then∀n�δ.
(

∗
−→ω◦−→ω+n◦

∗
−→ω strongly commutes over

∗
−→ω+n

)

, and R,X is ω-level con-

fluent up toδ.
Proof of Claim 2: First we show the strong commutation. Assumen�δ. By Lemma 3.3
it suffices to show that

∗
−→ω◦−→ω+n◦

∗
−→ω strongly commutes over−→ω+n. Assume

u′′←−ω+nu
′ ∗−→ωu−→ω+nw1

∗
−→ωw2 (cf. diagram below). By the strong commutation assumed

for our lemma, there arew0 andw′0 with u′′
∗
−→ωw′0

∗
←−ωw0

=
←−ω+nu. By the above property there

are somew3, w′1 with w0
∗
−→ωw3

=
−→ω+n◦

∗
−→ωw′1

∗
←−ω+nw1. By Claim 0 we can close the peak

w′1
∗
←−ω+nw1

∗
−→ωw2 according to w′1

∗
−→ωw′2

∗
←−ω+nw2 for somew′2. By Claim 0 again, we

can close the peakw′0
∗
←−ωw0

∗
−→ωw3 according to w′0

∗
−→ωw′3

∗
←−ωw3 for somew′3. To close

the whole diagram, we only have to show that we can close the peak w′3
∗
←−ωw3

=
−→ω+n◦

∗
−→ωw′2

according to w′3
=
−→ω+n◦

∗
−→ω ◦

∗
←−ωw′2, which is possible due to the strong commutation as-

sumed for our lemma or due to Claim 0.

u′
∗
ω

> u
ω+n

> w1
∗
ω

> w2

w0

=

∨
ω+n

∗
ω

> w3
=

ω+n
> ◦

∗
ω

> w′1

∗
∨

ω+n

∗
ω

> w′2

∗
∨

ω+n

u′′
∨

ω+n

∗
ω

> w′0

∗
∨

ω

∗
ω

> w′3

∗
∨

ω

=

ω+n
> ◦

∗
ω

> ◦

∗
∨

ω
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Finally we showω-level confluence up toδ. Assumen0,n1 ≺ ω with max{n0,n1}�δ and
w0

∗
←−ω+n0

u
∗
−→ω+n1

w1. By Lemma 2.12 we get w0
∗
←−ω+max{n0,n1}

u
∗
−→ω+max{n0,n1}

w1. Since

max{n0,n1}�δ, above we have shown that
∗
−→ω◦−→ω+max{n0,n1}

◦
∗
−→ω strongly commutes

over
∗
−→ω+max{n0,n1}

. By Claim 1 we finally get w0
∗
−→ω+max{n0,n1}

◦
∗
←−ω+max{n0,n1}

w1 as desired.
Q.e.d. (Claim 2)

Note that for n=0 our property follows from Claim 0.

The benefit of Claim 2 is twofold: First, it says that our lemmais valid if the above property
holds for alln≺ ω. Second, it strengthens the property when used as inductionhypothesis. Thus
(writing n+1 instead ofn since we may assume 0≺n) it now suffices to show forn≺ ω that

w0←−ω+n+1,p̄0
u−→ω+n+1,p̄1

w1

together with our induction hypotheses that

R,X is ω-level confluent up ton

implies
w0

∗
−→ω◦

=
−→ω+n+1◦

∗
−→ω ◦

∗
←−ω+n+1w1.

u
ω+n+1, p̄1

> w1

w0
∨

ω+n+1, p̄0

∗
ω

> ◦
=

ω+n+1
> ◦

∗
ω

> ◦

∗
∨

ω+n+1

Now for eachi ≺ 2 there are((l i , r i),Ci) ∈ R and µi ∈ S UB (V,T (X)) with u/p̄i = l iµi, wi =
u[ p̄i ← r iµi ], andCiµi fulfilled w.r.t.−→ω+n.

Claim 5:We may assume∀i≺2. l i 6∈T (cons,VSIG⊎VC ).
Proof of Claim 5:In case of l i∈T (cons,VSIG⊎VC ) we get u−→ωwi by Lemma 13.2 (matching
both itsµ andν to ourµi). In case of “i =0” our property follows from the strong commutation
assumption of our lemma. In case of “i =1” our property follows from Claim 0. Q.e.d. (Claim 5)

In case of ¯p0‖ p̄1 we have wi/p̄1−i =u[ p̄i ← r iµi ]/p̄1−i =u/p̄1−i = l1−iµ1−i and therefore
wi−→ω+n+1u[ p̄k← rkµk | k≺2], i.e. our proof is finished. Thus, according to whether ¯p0 is a
prefix of p̄1 or vice versa, we have the following two cases left:
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There is some ¯p′1 with p̄0p̄′1= p̄1 and p̄′1 6= /0 :

We have two cases:

“The variable overlap case”:

There arex∈ V and p′, p′′ such thatl0/p′=x∧ p′p′′= p̄′1:

l0µ0 ω+n+1, p̄′1
> w1/p̄0

l0ν

w

w

w

w

w

w0/p̄0

∨

ω+n+1, /0

====== r0µ0
=

ω+n+1
> r0ν
∨

ω+n+1

Claim 6:We havexµ0/p′′= l1µ1 and may assumex∈VSIG.
Proof of Claim 6:We havexµ0/p′′= l0µ0/p′p′′=u/p̄0p′p′′=u/p̄0p̄′1=u/p̄1= l1µ1.
If x∈VC , then xµ0∈T (cons,VC ), then xµ0/p′′∈T (cons,VC ), then
l1µ1∈T (cons,VC ), and then l1∈T (cons,VSIG⊎VC ) which we may assume not to be the case
by Claim 5. Q.e.d. (Claim 6)

Claim 7:We can defineν ∈ S UB (V,T (X)) by xν=xµ0[ p′′← r1µ1 ] and ∀y∈V\{x}. yν=yµ0.
Then we havexµ0−→ω+n+1xν.
Proof of Claim 7:This follows directly from Claim 6. Q.e.d. (Claim 7)

Claim 8: l0ν=w1/p̄0.
Proof of Claim 8:By the left-linearity assumption of our lemma and claims 5 and 6 we may
assume{ p′′′ | l0/p′′′=x }= {p′}. Thus, by Claim 7 we getw1/p̄0=u/p̄0[ p̄′1← r1µ1 ]=
l0[ p′′′← yµ0 | l0/p′′′=y∈V ][ p̄′1← r1µ1 ]=
l0[ p′′′← yµ0 | l0/p′′′=y∈V ∧ y 6=x][ p′← xµ0 ][ p′p′′← r1µ1 ]=
l0[ p′′′← yν | l0/p′′′=y∈V ∧ y 6=x][ p′← xµ0[ p′′← r1µ1 ] ]=
l0[ p′′′← yν | l0/p′′′=y∈V ]= l0ν. Q.e.d. (Claim 8)

Claim 9: w0/p̄0
=
−→ω+n+1r0ν.

Proof of Claim 9:By the right-linearity assumption of our lemma and claims 5 and 6 we may
assume|{ p′′′ | r0/p′′′=x }| �1. Thus by Claim 7 we get:w0/p̄0= r0µ0=
r0[ p′′′← yµ0 | r0/p′′′=y∈V\{x} ][ p′′′← xµ0 | r0/p′′′=x]

=
−→ω+n+1

r0[ p′′′← yµ0 | r0/p′′′=y∈V\{x} ][ p′′′← xν | r0/p′′′=x]=
r0[ p′′′← yν | r0/p′′′=y∈V\{x} ][ p′′′← xν | r0/p′′′=x]= r0ν. Q.e.d. (Claim 9)

By claims 8 and 9 it now suffices to showl0ν−→ω+n+1r0ν, which again follows from
Lemma A.7 since R,X is ω-level confluent up ton by our induction hypothesis and since∀y∈V.

yµ0
∗
−→ω+n+1yν by Claim 7. Q.e.d. (“The variable overlap case”)
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“The critical peak case”: ¯p′1∈POS (l0) ∧ l0/p̄′1 6∈V:

l0µ0 ω+n+1, p̄′1
> w1/p̄0

w0/p̄0

∨
ω+n+1, /0

∗
ω

> ◦
=

ω+n+1
> ◦

∗
ω

> ◦

∗
∨

ω+n+1

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l1, r1),C1))]∩V (((l0, r0),C0)) = /0.
Define Y:= ξ[V (((l1, r1),C1))]∪V (((l0, r0),C0)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ0 if x∈ V (((l0, r0),C0))
xξ−1µ1 else

}

(x∈V).

By l1ξρ= l1ξξ−1µ1=u/p̄1=u/p̄0p̄′1= l0µ0/p̄′1= l0ρ/p̄′1=(l0/p̄′1)ρ
let σ := mgu({(l1ξ, l0/p̄′1)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
If l0[ p̄′1← r1ξ ]σ= r0σ, then the proof is finished due to

w0/p̄0= r0µ0= r0σϕ= l0[ p̄′1← r1ξ ]σϕ= l0µ0[ p̄′1← r1µ1 ]=w1/p̄0.
Otherwise we have((l0[ p̄′1← r1ξ ],C1ξ,1), (r0,C0,1), l0, σ, p̄′1) ∈ CP(R) (due to Claim 5);
p̄′1 6= /0 (due the global case assumption);C1ξσϕ = C1µ1 is fulfilled w.r.t.−→ω+n; C0σϕ = C0µ0

is fulfilled w.r.t. −→ω+n. Since R,X is ω-level confluent up ton (by our induction hypo-
thesis) andω-shallow confluent up toω, due to our assumedω-level anti-closedness (matching
the definition’sn to our n+1) we have w1/p̄0= l0µ0[ p̄′1← r1µ1 ]= l0[ p̄′1← r1ξ ]σϕ ∗

−→ω+n+1 ◦
∗
←−ω◦

=
←−ω+n+1◦

∗
←−ωr0σϕ= r0µ0=w0/p̄0.

Q.e.d. (“The critical peak case”) Q.e.d. (“There is some ¯p′1 with p̄0p̄′1= p̄1 and p̄′1 6= /0 ”)
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There is some ¯p′0 with p̄1p̄′0= p̄0 :

We have two cases:

“The second variable overlap case”:

There arex∈V and p′, p′′ such thatl1/p′=x∧ p′p′′= p̄′0:

l1µ1 ω+n+1, /0
> w1/p̄1

r1µ1

w

w

w

w

w

w

w0/p̄1

∨

ω+n+1, p̄′0

====== l1ν
ω+n+1

> r1ν

==
∨

ω+n+1

Claim 11a:We havexµ1/p′′= l0µ0 and may assumex∈VSIG.
Proof of Claim 11a:We havexµ1/p′′= l1µ1/p′p′′=u/p̄1p′p′′=u/p̄1p̄′0=u/p̄0= l0µ0.
If x∈VC , then xµ1∈T (cons,VC ), then xµ1/p′′∈T (cons,VC ), then
l0µ0∈T (cons,VC ), and then l0∈T (cons,VSIG⊎VC ) which we may assume not to be the case
by Claim 5. Q.e.d. (Claim 11a)

Claim 11b:We can defineν ∈ S UB (V,T (X)) by xν=xµ1[ p′′← r0µ0 ] and ∀y∈V\{x}. yν=
yµ1. Then we havexµ1−→ω+n+1xν.
Proof of Claim 11b:This follows directly from Claim 11a. Q.e.d. (Claim 11b)

Claim 12: w0/p̄1= l1ν.
Proof of Claim 12:
By the left-linearity assumption of our lemma and claims 5 and 11a we may assume{ p′′′ |
l1/p′′′=x }= {p′}. Thus, by Claim 11b we getw0/p̄1=u/p̄1[ p̄′0← r0µ0 ]=
l1[ p′′′← yµ1 | l1/p′′′=y∈V ][ p̄′0← r0µ0 ]=
l1[ p′′′← yµ1 | l1/p′′′=y∈V ∧ y 6=x][ p′← xµ1 ][ p′p′′← r0µ0 ]=
l1[ p′′′← yν | l1/p′′′=y∈V ∧ y 6=x][ p′← xµ1[ p′′← r0µ0 ] ]=
l1[ p′′′← yν | l1/p′′′=y∈V ]= l1ν. Q.e.d. (Claim 12)

Claim 13: r1ν←−q ω+n+1w1/p̄1.
Proof of Claim 13:Since r1µ1=w1/p̄1, this follows directly from Claim 11b. Q.e.d. (Claim 13)

By claims 12 and 13 using Corollary 2.14 it now suffices to showl1ν−→ω+n+1r1ν, which again
follows from Claim 11b, Lemma A.7 (matching itsn0 to ourn+1 and itsn1 to ourn), and our
induction hypothesis that R,X is ω-level confluent up ton.
Q.e.d. (“The second variable overlap case”)
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“The second critical peak case”: ¯p′0∈POS (l1) ∧ l1/p̄′0 6∈V:

l1µ1 ω+n+1, /0
> w1/p̄1

w0/p̄1

∨
ω+n+1, p̄′0

∗
ω

> ◦
=

ω+n+1
> ◦

∗
ω

> ◦

∗
∨

ω+n+1

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l0, r0),C0))]∩V (((l1, r1),C1)) = /0.
Define Y:= ξ[V (((l0, r0),C0))]∪V (((l1, r1),C1)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ1 if x∈ V (((l1, r1),C1))
xξ−1µ0 else

}

(x∈V).

By l0ξρ= l0ξξ−1µ0=u/p̄0=u/p̄1p̄′0= l1µ1/p̄′0= l1ρ/p̄′0=(l1/p̄′0)ρ
let σ := mgu({(l0ξ, l1/p̄′0)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
If l1[ p̄′0← r0ξ ]σ= r1σ, then the proof is finished due to

w0/p̄1= l1µ1[ p̄′0← r0µ0 ]= l1[ p̄′0← r0ξ ]σϕ= r1σϕ= r1µ1=w1/p̄1.
Otherwise we have((l1[ p̄′0← r0ξ ],C0ξ,1), (r1,C1,1), l1, σ, p̄′0) ∈ CP(R) (due to Claim 5);
C0ξσϕ = C0µ0 is fulfilled w.r.t.−→ω+n; C1σϕ = C1µ1 is fulfilled w.r.t.−→ω+n. Since R,X is
ω-level confluent up ton (by our induction hypothesis) andω-shallow confluent up toω, due to
our assumedω-level strong joinability (matching the definition’sn to ourn+1) we havew0/p̄1=

l1µ1[ p̄′0← r0µ0 ]= l1[ p̄′0← r0ξ ]σϕ ∗
−→ω◦

=
−→ω+n+1◦

∗
−→ω ◦

∗
←−ω+n+1r1σϕ= r1µ1=w1/p̄1.

Q.e.d. (“The second critical peak case”) Q.e.d. (Lemma A.10)

Proof of Lemma B.1
Due to T -monotonicity of> and > ⊆ ⊲, it is easy to show by induction overβ in ≺ that
∀β�ω+α.−→R,X,β ⊆⊲ using Lemma 2.12.
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Proof of Lemma B.2

Claim 0: ∀u∈T ERM S (C). ∀û∈T (sig,X).
(

uµ
∗
−→û ⇒ uν↓û

)

.

Proof of Claim 1:We get the following cases:
lµ⊲uµ: uν ∗

←−uµ
∗
−→û implies uν↓û by the assumed confluence belowuµ.

uµ6∈dom(−→): uν ∗
←−uµ

∗
−→û implies uν=uµ= û.

[V (u)⊆ VC : By Lemma 2.10 we get∀x∈V (u). xµ
∗
−→ωxν. Thus from uν ∗

←−ωuµ
∗
−→û due to

the assumed
∗
←−R,X,ω ◦

∗
−→R,X ⊆ ↓ we get uν↓û. ] Q.e.d. (Claim 0)

By Lemma 2.7 it suffices to show thatCν is fulfilled. For eachL in C we have to show thatLν is
fulfilled. Note that we already know thatLµ is fulfilled.
L = (u=v): There is some ˆu with uµ

∗
−→û

∗
←−vµ. By Claim 0 there is some ˆv with

uν ∗
−→v̂

∗
←−û

∗
←−vµ. Thus, by Claim 0 we getuν ∗

−→v̂↓vν.

L = (Defu): We know the existence of ˆu ∈ G T (cons) with uµ
∗
−→û. By Claim 0 we get

uν ∗
−→u′

∗
←−û for someu′. By Lemma 2.10 we getu′∈G T (cons).

L = (u6=v): We know the existence of ˆu, v̂∈ G T (cons) with uµ
∗
−→û∤↓v̂

∗
←−vµ. Just like above

we getu′,v′ ∈ G T (cons) with uν ∗
−→u′

∗
←−û and v̂

∗
−→v′

∗
←−vν. Due to û∤↓v̂ we finally get

u′ ∤↓v′. Q.e.d. (Lemma B.2)

Proof of Lemma B.3

First notice that the usual modularization of the proof for the unconditional analogue of the the-
orem (by showing first that local confluence is guaranteed except for the cases that are matched
by critical peaks (the so-called “critical pair lemma”)) isnot possible here because we need the
confluence property to hold for the condition terms even for the cases that are not matched by
critical peaks. Now to the proof: For alls∈ T (sig,X) we are going to prove confluence belows
by induction overs in ⊳. Let s be minimal in⊳ such that−→ is not confluent belows. Because
of −→ ⊆ ⊲ (by Lemma B.1) and minimality ofs, −→ is not even locally confluent belows.
Let p,q ∈ POS (s); t0←−ω+ω,ps−→ω+ω,qt1; t0 ∤↓t1. Now as one ofp,q must be a prefix of the
other, w.l.o.g. say thatq is a prefix ofp. As sDs/q, by the minimality ofs we haveq= /0. We
start a second level of induction onp in≪s. Thus assume thatp is minimal such that there are
p∈ POS (s) andt0,t1 ∈ T (sig,X) with t0←−ω+ω,ps−→ω+ω, /0t1 and t0 ∤↓t1.

Now for k < 2 there must be((lk, rk),Ck) ∈ R; µk ∈ S UB (V,T (X)); with Ckµk fulfilled; s=
l1µ1; s/p= l0µ0; t0= l1µ1[ p← r0µ0 ]; t1= r1µ1. Moreover, fork < 2 we define Λk :=
{

0 if lk∈T (cons,VSIG⊎VC )
1 otherwise

}

.
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Claim 0:We may assume that∀q∈POS (s).
(

/0 6=q≪s p ⇒ s 6∈dom(−→ω+ω,q)
)

.
Proof of Claim 0: Otherwise there must be someq ∈ POS (s); ((l2, r2),C2) ∈ R; µ2 ∈
S UB (V,T (X)); with C2µ2 fulfilled; s/q= l2µ2; and /0 6=q≪s p. By our second induc-
tion level we get l1µ1[q← r2µ2 ]

∗
−→w1

∗
←−r1µ1 for somew1; cf. the diagram below. Next

we are going to show that there is somew0 with l1µ1[ p← r0µ0 ]
∗
−→w0

∗
←−l1µ1[q← r2µ2 ].

Note that (since−→ ⊆ ⊲ implies s⊲l1µ1[q← r2µ2 ]) this finishes the proof of Claim 0 since
then w0

∗
←−l1µ1[q← r2µ2 ]

∗
−→w1 by our first level of induction implies the contradictory

t0
∗
−→w0↓w1

∗
←−t1.

t0 s t1

l1µ1[ p← r0µ0 ]

w

w

w

w

w

<
ω+ω, p

l1µ1

w

w

w

w

w

w

ω+ω, /0
> r1µ1

w

w

w

w

w

w

w0

∗
∨

<
∗

l1µ1[q← r2µ2 ]
∨

ω+ω,q

∗
> w1

∗
∨

◦

∗
∨

============================================== ◦

∗
∨

In case of p‖q we simply can choosew0 := l1µ1[ p← r0µ0 ][q← r2µ2 ]. Otherwise, there must
be some ¯p, p̂, q̂, with p= p̄p̂, q= p̄q̂, and (p̂= /0 ∨ q̂= /0). Now it suffices to show

s/p̄[ p̂← r0µ0 ]
∗
−→w′0

∗
←−s/p̄[ q̂← r2µ2 ]

for somew′0, because byT (sig,X)-monotonicity of
∗
−→ we then have

l1µ1[ p← r0µ0 ]=s[ p̄p̂← r0µ0 ]=s[ p̄← s/p̄][ p̄p̂← r0µ0 ]=s[ p̄← s/p̄[ p̂← r0µ0 ] ]
∗
−→

s[ p̄← w′0 ]
∗
←−s[ p̄← s/p̄[ q̂← r2µ2 ] ]=s[ p̄← s/p̄][ p̄q̂← r2µ2 ]=s[ p̄q̂← r2µ2 ]= l1µ1[q← r2µ2 ].
Note that

s/p̄[ p̂← r0µ0 ]←−ω+ω,p̂s/p̄−→ω+ω,q̂s/p̄[ q̂← r2µ2 ].
In case of ¯p 6= /0 (since then ⊲ST ⊆ ⊲ implies s⊲ s/p̄) we get somew′0 with

s/p̄[ p̂← r0µ0 ]
∗
−→w′0

∗
←−s/p̄[ q̂← r2µ2 ] by our first level of induction. Otherwise, in case of

p̄= /0, our disjunction from above means(p= /0 ∨ q= /0). Since we have /0 6=q by our ini-
tial assumption, we may assumeq= q̂ 6= /0 and p= p̂= p̄= /0. Then the above divergence reads
s/p̄[ p̂← r0µ0 ]←−ω+ω, /0s−→ω+ω,qs/p̄[ q̂← r2µ2 ] and we get the required joinability by our second
induction level due toq≪s p. Q.e.d. (Claim 0)
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Claim 1:In case of←−ω ◦−→⊆ ↓ we may assumes 6∈dom(−→ω).
Proof of Claim 1:Assume←−ω ◦−→⊆ ↓. If there is at2 with s−→ωt2 then we get somet ′0, t ′1
with t0

∗
−→t ′0

∗
←−t2

∗
−→t ′1

∗
←−t1. Due −→ω ⊆−→⊆⊲ by our first level of induction we get the

contradictory t0
∗
−→t ′0 ↓ t ′1

∗
←−t1. Q.e.d. (Claim 1)

Claim 2:In case of←−ω ◦−→⊆ ↓ for eachk≺ 2 we may assume:
lkµk 6∈T (cons,VSIG⊎VC ) and

( lk 6∈T (cons,VSIG⊎VC ) ∨ T ERM S (Ckµk)*T (cons,VSIG⊎VC ) ).
Proof of Claim 2: By Lemma 2.10 and lkµk−→rkµk, lkµk∈T (cons,VSIG⊎VC ) implies
lkµk−→ωrkµk which we may assume not to be the case by Claim 1. In case of
lk∈T (cons,VSIG⊎VC ) and T ERM S (Ckµk)⊆T (cons,VSIG⊎VC ) by Lemma 2.10Ckµk is ful-
filled w.r.t.−→ω and then Corollary 2.6 implieslkµk−→ωrkµk again, which we may assume not
to be the case by Claim 1. Q.e.d. (Claim 2)

Now we have two cases:

The variable overlap case:p=q0q1; l1/q0=x∈ V :

We have xµ1/q1= l1µ1/q0q1=s/p= l0µ0. By Lemma 2.10 (in case ofx∈VC ), we can define
ν ∈ S UB (V,T (X)) by (y∈V):

yν :=

{

xµ1[q1← r0µ0 ] if y=x
yµ1 otherwise

}

and getyµ1
=
−→yν for y∈V. By Corollary 2.8:

t0= l1µ1[q0q1← r0µ0 ]= l1[q0← xν ][q′← yµ1 | l1/q′=y∈ V ∧ q′ 6=q0 ]
∗
−→

l1[q′← yν | l1/q′=y∈V ]= l1ν;
t1= r1µ1

∗
−→r1ν. It suffices to show l1ν−→r1ν, which follows from Lemma B.2 because of

[
∗
←−ω ◦

∗
−→⊆ ↓,] l1µ1=s and our first level of induction. Q.e.d. (The variable overlap case)



164

The critical peak case:p∈ POS (l1); l1/p 6∈ V : Let ξ ∈ S UB (V,V) be a bijection with

ξ[V (l0=r0←−C0)]∩V (l1=r1←−C1)= /0. Define Y:= V ((l0=r0←−C0)ξ, l1=r1←−C1) .

Let ρ be given by xρ=

{

xµ1 if x∈ V (l1=r1←−C1)
xξ−1µ0 else

}

(x∈V). By l0ξρ= l0ξξ−1µ0=

s/p= l1µ1/p= l1ρ/p=(l1/p)ρ let σ := mgu({(l0ξ, l1/p)},Y) and ϕ ∈ S UB (V,T (X))
with Y↿(σϕ)=Y↿ρ.

Claim A: We may assume
(

p= /0 ∨ ∀y∈V (l1). yσϕ 6∈dom(−→)
)

.
Proof of Claim A: Otherwise, when p 6= /0 holds but ∀y∈V (l1). yσϕ 6∈dom(−→) is not the
case, there are somex ∈ V (l1), ν∈S UB (V,T (X)) with xσϕ−→xν and ∀y∈V\{x}. yµ1=
yν. Due to l1µ1/p⊳ l1µ1=s by our first level of induction fromr0ξσϕ←−l0ξσϕ= l1σϕ/p=

l1µ1/p
∗
−→l1ν/p we know that there must be someu with r0ξσϕ ∗

−→u
∗
←−l1ν/p. Due to

l1µ1
+
−→l1ν and −→ ⊆ ⊲ we get l1ν⊳ l1µ1=s. Thus, by our first level of induction,

from l1ν[ p← u]
∗
←−l1ν−→r1ν (which is due to Lemma B.2, [

∗
←−ω ◦

∗
−→ ⊆ ↓,] l1µ1=s and

our first level of induction) we gett0= l1µ1[ p← r0ξσϕ ]
∗
−→l1ν[ p← r0ξσϕ ]

∗
−→l1ν[ p← u] ↓

r1ν ∗
←−r1µ1= t1. Q.e.d. (Claim A)

If l1[ p← r0ξ ]σ= r1σ, then we are finished due tot0= l1[ p← r0ξ ]σϕ= r1σϕ= t1. Otherwise
((l1[ p← r0ξ ],C0ξ,Λ0), (r1,C1,Λ1), l1, σ, p ) is a critical peak in CP(R).

Now (C0ξC1)σϕ=C0µ0C1µ1 is fulfilled w.r.t. −→. Due to l1σϕ= l1ρ= l1µ1=
s, by our first level of induction we get ∀u ⊳ l1σϕ. (−→ is confluent belowu).
[By Claim 1 we get l1σϕ 6∈dom(−→ω).] By Claim 0 we get ∀q∈POS (l1σϕ).
(

/0 6=q≪l1σϕ p ⇒ l1σϕ 6∈dom(−→ω+ω,q)
)

. This meansl1σϕ 6∈A(p). [DefineD0 := C0ξ and
D1 := C1. If Λk=0 for somek≺ 2, then lk∈T (cons,VSIG⊎VC ), which by Claim 2 implies
T ERM S (Dkσϕ)*T (cons,VSIG⊎VC ), and thenT ERM S (Dkσ)*T (cons,VC ). ] Thus, in case
of ∀y∈V. yϕ 6∈dom(−→), by Claim A and the assumed⊲-weak joinability w.r.t. R,X besides
A we get t0= l1[ p← r0ξ ]σϕ ↓ r1σϕ= t1.

Otherwise, when ∀y∈V. yϕ 6∈dom(−→) is not the case, by−→ ⊆ ⊲ and the Axiom of
Choice there is someϕ′∈S UB (V,T (X)) with ∀y∈V. yϕ ∗

−→yϕ′ 6∈dom(−→). Then, of course,
∀y∈V. yξσϕ ∗

−→yξσϕ′ and ∀y∈V. yσϕ ∗
−→yσϕ′. By Lemma B.2 (due to [

∗
←−ω ◦

∗
−→ ⊆ ↓;]

l0ξσϕ, l1σϕESTs; EST ⊆E; and our first level of induction) we know thatC0ξσϕ′ and C1σϕ′

are fulfilled. Furthermore, we havel1[ p← r0ξ ]σϕ ∗
−→l1[ p← r0ξ ]σϕ′ and r1σϕ′ ∗←−r1σϕ.

Therefore, in case ofl1σϕ= l1σϕ′ the proof succeeds like above withϕ′ instead ofϕ. Otherwise
we have l1σϕ +

−→l1σϕ′. Then due to−→ ⊆ ⊲ we get s= l1σϕ⊲ l1σϕ′. Therefore, by our
first level of induction, froml1[ p← r0ξ ]σϕ′←−l1[ p← l0ξ ]σϕ′= l1σϕ′−→r1σϕ′ (which is due
to [

∗
←−ω ◦

∗
−→⊆ ↓;] l0ξσϕ, l1σϕESTs; EST ⊆ E; and our first level of induction) we conclude

t0= l1[ p← r0ξ ]σϕ ∗
−→l1[ p← r0ξ ]σϕ′ ↓ r1σϕ′ ∗←−r1σϕ= t1. Q.e.d. (The critical peak case)

Q.e.d. (Lemma B.3)
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Proof of Lemma B.4 and Lemma B.5

Since the proofs of the two lemmas are very similar, we treat them together, indicating the differ-
ences where necessary and using ‘α’ to denoteω in the proof of Lemma B.4.

For (δ,s)≺⊳(β, ŝ) we are going to show that R,X is α-shallow confluent up toδ ands in ⊳ by
induction over(δ,s) in ≺⊳ . Suppose that forn0,n1 ≺ ω we have (n0+αn1,s)≺⊳(β, ŝ) and
t ′0
∗
←−α+n0

s
∗
−→α+n1

t ′1. We have to showt ′0
∗
−→α+n1

◦
∗
←−α+n0

t ′1.

In case of∃i≺2. t ′i =s this is trivially true.

Thus, for t ′0
∗
←−α+n0

t0←−α+n0,ps−→α+n1,qt1
∗
−→α+n1

t ′1
using the induction hypothesis that

∀(δ,w′)≺⊳ (n0+αn1,s). R,X is α-shallow confluent up toδ andw′ in ⊳

we have to show
t ′0
∗
−→α+n1

◦
∗
←−α+n0

t ′1.

Note that due to Lemma B.1 we have−→ω+α ⊆⊲.

Claim 0:Now it is sufficient to showt0
∗
−→α+n1

u
∗
←−α+n0

t1 for someu.
Proof of Claim 0:Due to −→ω+α ⊆ ⊲ we have s⊲ t0,t1. Thus by our induction hypo-

theses u
∗
←−α+n0

t1
∗
−→α+n1

t ′1 (cf. diagram below) implies the existence of somev with

u
∗
−→α+n1

v
∗
←−α+n0

t ′1 and thent ′0
∗
←−α+n0

t0
∗
−→α+n1

v implies t ′0
∗
−→α+n1

◦
∗
←−α+n0

v.

s
α+n1

> t1
∗

α+n1
> t ′1

t0
∨

α+n0

∗
α+n1

> u

∗
∨

α+n0

∗
α+n1

> v

∗
∨

α+n0

t ′0

∗
∨

α+n0

∗
α+n1

> ◦

∗
∨

α+n0

Q.e.d. (Claim 0)

In case of p‖q we have t0/q = s[ p← t0/p]/q = s/q and t1/p = s[q← t1/q]/p = s/p and
therefore t0−→α+n1,qs[ p← t0/p][q← t1/q]←−α+n0,pt1, i.e. our proof is finished. Otherwise one
of p,q must be a prefix of the other, w.l.o.g. say thatq is a prefix ofp. In case of q 6= /0 due
to ⊲ST ⊆ ⊲ we get s/q⊳ s and the proof finished by our induction hypothesis andT (sig,X)-
monotonicity of

∗
−→α+nk

. Thus we may assumeq= /0. We start a second level of induction onp
in≪s. Thus we may assume the following induction hypothesis:
∀q∈POS (s). ∀t ′0,t

′
1. ∀n

′
0,n
′
1.









t ′0←−α+n′0,q
s−→

α+n′1, /0
t ′1

∧ n′0+αn′1� n0+αn1

∧ q≪s p



 ⇒ t ′0
∗
−→

α+n′1
◦
∗
←−

α+n′0
t ′1





Now for k≺ 2 there must be((lk, rk),Ck) ∈ R; µk ∈ S UB (V,T (X)); with Ckµk fulfilled w.r.t.
−→α+(nk−̇1)

; s= l1µ1; s/p= l0µ0; t0= l1µ1[ p← r0µ0 ]; t1= r1µ1; and Λk�nk and α=0⇒
(

1�nk

∧ Λk=0

)

for Λk :=

{

0 if lk∈T (cons,VSIG⊎VC )
1 otherwise

}

.
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Claim 1:We may assume that∀q∈POS (s).
(

/0 6=q≪s p ⇒ s 6∈dom(−→α+min{n0,n1},q
)
)

.

Proof of Claim 1: Otherwise there must be someq ∈ POS (s); ((l2, r2),C2) ∈ R; µ2 ∈
S UB (V,T (X)); with C2µ2 fulfilled w.r.t. −→α+(min{n0,n1}−̇1)

; s/q= l2µ2; /0 6=q≪s p. By

our second induction level we getl1µ1[q← r2µ2 ]
∗
−→α+n1

w1
∗
←−α+min{n0,n1}

r1µ1 for some
w1; cf. the diagram below. Next we are going to show that there issome w0 with
l1µ1[ p← r0µ0 ]

∗
−→α+min{n0,n1}

w0
∗
←−α+n0

l1µ1[q← r2µ2 ]. Note that (since−→ω+α ⊆ ⊲ implies

s⊲l1µ1[q← r2µ2 ]) this finishes the proof since thenw0
∗
←−α+n0

l1µ1[q← r2µ2 ]
∗
−→α+n1

w1 by our
first level of induction implies

t0
∗
−→α+min{n0,n1}

w0
∗
−→α+n1

◦
∗
←−α+n0

w1
∗
←−α+min{n0,n1}

t1.

t0 s t1

l1µ1[ p← r0µ0 ]

w

w

w

w

w

<
α+n0, p

l1µ1

w

w

w

w

w

w

α+n1, /0
> r1µ1

w

w

w

w

w

w

w0

∗
∨

α+min{n0,n1}

<
∗

α+n0
l1µ1[q← r2µ2 ]

∨
α+min{n0,n1},q

∗
α+n1

> w1

∗
∨

α+min{n0,n1}

◦

∗
∨

α+n1

============================================== ◦

∗
∨

α+n0

In case of p‖q we simply can choosew0 := l1µ1[ p← r0µ0 ][q← r2µ2 ]. Otherwise, there must
be some ¯p, p̂, q̂, with p= p̄p̂, q= p̄q̂, and (p̂= /0 ∨ q̂= /0). Now it suffices to show

s/p̄[ p̂← r0µ0 ]
∗
−→α+min{n0,n1}

w′0
∗
←−α+n0

s/p̄[ q̂← r2µ2 ]

for somew′0, because byT (sig,X)-monotonicity of
∗
−→α+n′

we then have
l1µ1[ p← r0µ0 ]=s[ p̄p̂← r0µ0 ]=s[ p̄← s/p̄][ p̄p̂← r0µ0 ]=

s[ p̄← s/p̄[ p̂← r0µ0 ] ]
∗
−→α+min{n0,n1}

s[ p̄← w′0 ]
∗
←−α+n0

s[ p̄← s/p̄[ q̂← r2µ2 ] ]=

s[ p̄← s/p̄][ p̄q̂← r2µ2 ]=s[ p̄q̂← r2µ2 ]= l1µ1[q← r2µ2 ].
Note that

s/p̄[ p̂← r0µ0 ]←−α+n0,p̂s/p̄−→α+min{n0,n1},q̂
s/p̄[ q̂← r2µ2 ].

In case of ¯p 6= /0 (since then ⊲ST ⊆ ⊲ implies s⊲ s/p̄) we get somew′0 with

s/p̄[ p̂← r0µ0 ]
∗
−→α+min{n0,n1}

w′0
∗
←−α+n0

s/p̄[ q̂← r2µ2 ] by our first level of induction. Otherwise,
in case of ¯p= /0, our disjunction from above means(p= /0 ∨ q= /0). Since we have/0 6=q by
our initial assumption, we may assumeq= q̂ 6= /0 and p= p̂= p̄= /0. Then the above divergence
reads s/p̄[ p̂← r0µ0 ]←−α+n0, /0s−→α+min{n0,n1},q

s/p̄[ q̂← r2µ2 ] and we get the required joinability
by our second induction level due toq≪s p. Q.e.d. (Claim 1)

Claim 2 of the proof of Lemma B.4:We may assume that for somei ≺ 2:
ni =0≺n1−i; l i∈T (cons,VSIG⊎VC ); l1−iµ1−i 6∈T (cons,VSIG⊎VC );

and ( l1−i 6∈T (cons,VSIG⊎VC ) ∨ T ERM S (C1−iµ1−i)*T (cons,VSIG⊎VC ) ).
Proof of Claim 2 of the proof of Lemma B.4:If ∀i≺2. s−→ωt1−i , then the whole proof is fin-
ished by confluence of−→ω. Thus there is somei ≺ 2 with s 6−→ωt1−i . Then we get
0≺n1−i. The case of 0≺ni is empty, since then due toβ � ω ≺ n0+ωn1 the globally sup-
posed ordering property(n0+ωn1,s)≺⊳(β, ŝ) cannot hold. Thus we getni =0≺n1−i . Due
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Λi�ni =0 we get l i∈T (cons,VSIG⊎VC ). By Lemma 2.10 and l1−iµ1−i−→ω+n1−i
r1−iµ1−i,

l1−iµ1−i∈T (cons,VSIG⊎VC ) would imply the contradictory l1−iµ1−i−→ωr1−iµ1−i . Finally,
l1−i∈T (cons,VSIG⊎VC ) and T ERM S (C1−iµ1−i)⊆T (cons,VSIG⊎VC ) by Lemma 2.10 would
imply that C1−iµ1−i is fulfilled w.r.t.−→ω and then Corollary 2.6 would imply the contradictory
l1−iµ1−i−→ωr1−iµ1−i again. Q.e.d. (Claim 2 of the proof of Lemma B.4)

Claim 2 of the proof of Lemma B.5:For eachk≺ 2 we may assume: 0≺nk;
α=0 ⇒ lk∈T (cons,VSIG⊎VC ); and

α=ω ⇒





lkµk 6∈T (cons,VSIG⊎VC )

∧

(

lk 6∈T (cons,VSIG⊎VC )
∨ T ERM S (Ckµk)*T (cons,VSIG⊎VC )

)



.

Proof of Claim 2 of the proof of Lemma B.5:In case of α=0 we have 0≺nk due to
1�nk and have lk∈T (cons,VSIG⊎VC ) due to Λk=0. Now we treat the case of
α=ω : We may assume ∀k≺2. s 6−→ωtk, since otherwise the whole proof is finished
by ω-shallow confluence up toω. Thus we have 0≺n0,n1. By Lemma 2.10 and
lkµk−→ω+nk

rkµk, lkµk∈T (cons,VSIG⊎VC ) would imply the contradictory lkµk−→ωrkµk.

Finally, lk∈T (cons,VSIG⊎VC ) and T ERM S (Ckµk)⊆T (cons,VSIG⊎VC ) by Lemma 2.10
would imply that Ckµk is fulfilled w.r.t. −→ω and then Corollary 2.6 would imply the con-
tradictory lkµk−→ωrkµk again. Q.e.d. (Claim 2 of the proof of Lemma B.5)

Claim 3:For all k≺2 we may assume:
(

α=0 ⇒ lk∈T (cons,VSIG⊎VC )
)

;
(

min{n0,n1}�(nk−̇1) ∨ ((lk, rk),Ck) is α-quasi-normal w.r.t. R,X
)

;
and R,X is α-shallow confluent up to min{n0,n1}+α(nk−̇1).
Proof of Claim 3 of the proof of Lemma B.4:The first property is trivial due to α=
ω. By Claim 2 we get min{n0,n1}=0�(nk−̇1) as well as min{n0,n1}+ω(nk−̇1)=
0+ω(nk−̇1)=(nk−̇1)≺max{1,nk}�max{n0,n1}=n0+ωn1. Thus R,X is ω-shallow confluent
up to min{n0,n1}+ω(nk−̇1) by our first level of induction.

Q.e.d. (Claim 3 of the proof of Lemma B.4)
Proof of Claim 3 of the proof of Lemma B.5:The first property follows from Claim 2. Since
R,X is α-quasi-normal,((lk, rk),Ck) is α-quasi-normal w.r.t. R,X. By Claim 2 we have
min{n0,n1}+α(nk−̇1)≺min{n0,n1}+αnk�n0+αn1. Thus Claim 3 follows from our first level of
induction. Q.e.d. (Claim 3 of the proof of Lemma B.5)

Claim 4: For any k ≺ 2 and ν ∈ S UB (V,T (X)), if Ckν is fulfilled w.r.t. −→α+(nk−̇1)
, then

lkν−→α+nk
rkν.

Proof of Claim 4 of the proof of Lemma B.4:By Claim 2 we have 0≺nk or
nk=0 ∧ lk∈T (cons,VSIG⊎VC ). In the first case Claim 4 is trivial due to(nk−̇1)+1=nk. In
the second caseCkν is fulfilled w.r.t.−→ω and lk∈T (cons,VSIG⊎VC ). Thus, by Corollary 2.6,
we get lkν−→ωrkν, which completes the proof of Claim 4 due tonk=0 in this case.

Q.e.d. (Claim 4 of the proof of Lemma B.4)
Proof of Claim 4 of the proof of Lemma B.5:By Claim 2 we have 0≺nk and α=0 ⇒
lk∈T (cons,VSIG⊎VC ). Thus Claim 4 is trivial due to(nk−̇1)+1=nk.

Q.e.d. (Claim 4 of the proof of Lemma B.5)

Two cases:
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The variable-overlap case: There areq′0, q′1 such thatp=q′0q′1; l1/q′0=x∈V :

l1µ1 α+n1
> r1µ1

l1µ1[ p← r0µ0 ]
∨

α+n0

∗
α+n1

> l1ν
α+n1

> r1ν

∗
∨

α+n0

We havexµ1/q′1= l1µ1/q′0q′1=s/p= l0µ0.

Claim A of the proof of Lemma B.4:
In case of “i =1” for the ‘i’ of Claim 2 we may assumex∈ VSIG.
Proof of Claim A of the proof of Lemma B.4:Otherwise we would havex∈VC , which implies
xµ1∈T (cons,VC ) and thenl0µ0∈T (cons,VC ). We may assumel1−iµ1−i 6∈T (cons,VC ) for the i
of Claim 2. Q.e.d. (Claim A of the proof of Lemma B.4)

Claim A of the proof of Lemma B.5:

We may assume

( (

α=0 ⇒ l1∈T (cons,VSIG⊎VC )
)

∧
(

α=ω ⇒ x∈VSIG
)

)

.

Proof of Claim A of the proof of Lemma B.5:The first statement follows from Claim 2.
The second is show by contradiction: Suppose we would havex∈VC , which implies
xµ1∈T (cons,VC ) and thenl0µ0∈T (cons,VC ). By Claim 2 we can assume that this is not the
case forα=ω. Q.e.d. (Claim A of the proof of Lemma B.5)

By Lemma 2.10 (in case ofx∈VC ), we can defineν ∈ S UB (V,T (X)) by (y∈V):

yν :=

{

xµ1[q′1← r0µ0 ] if y = x
yµ1 otherwise

}

and getyµ1
=
−→α+n0

yν for y∈ V.

By T (sig,X)-monotonicity of−→α+n0
we get r1µ1

∗
−→α+n0

r1ν and
l1µ1[q′0q′1← r0µ0 ] =
l1[q′0← xν ][q′′← yµ1 | l1/q′′=y∈ V ∧ q′′ 6=q′0 ] =
l1[q′0← xν ][q′′← xµ1 | l1/q′′=x ∧ q′′ 6=q′0 ][q′′← yν | x6=l1/q′′=y∈V ∧ q′′ 6=q′0 ]
∗
−→α+n0

l1[q′′← yν | l1/q′′ = y∈ V ] = l1ν.

Claim B: l1µ1[ p← r0µ0 ]
∗
−→α+n1

l1ν.
Proof of Claim B of the proof of Lemma B.4:By case distinction over the ‘i’ of Claim 2:
“ i =0”: n0=0≺n1 implies −→ω+n0

⊆−→ω+n1
by Lemma 2.12.

“ i =1”: In this case we havel1∈T (cons,VSIG⊎VC ). By Claim A we may assumex∈VSIG. Then
l1 is linear inx. Thus { q′′ | l1/q′′=x ∧ q′′ 6=q′0 } = /0, which means that the above reduction
takes 0 steps, i.e.l1µ1[ p← r0µ0 ]= l1ν. Q.e.d. (Claim B of the proof of Lemma B.4)
Proof of Claim B of the proof of Lemma B.5:By Claim A and the assumption of our lemma we
know thatl0 is linear inx. Thus { q′′ | l1/q′′=x ∧ q′′ 6=q′0 } = /0, which means that the above
reduction takes 0 steps, i.e.l1µ1[ p← r0µ0 ] = l1ν. Q.e.d. (Claim B of the proof of Lemma B.5)
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Claim C: l1ν−→α+n1
r1ν.

Proof of Claim C of the proof of Lemma B.4:By case distinction over the ‘i’ of Claim 2:
“ i =0”: Due to n0=0≺n1 this follows directly from Lemma 13.8 (matching itsn0 to ourn0=
0 and itsn1 to ourn1−̇1) (since 0�n1−̇1 and R,X is ω-shallow confluent up ton1−̇1 by our
induction hypothesis).
“ i =1”: In this case we haven1=0 and l1∈T (cons,VSIG⊎VC ). Thus, sinceC1µ1 is fulfilled
w.r.t.−→ω , by assumption of the lemma we know that((l1, r1),C1) is quasi-normal w.r.t. R,X and
that for allu∈ T ERM S (C1) we havel1µ1⊲ uµ1 or uµ1 6∈dom(−→) or V (u)⊆VC . In the latter
case, since we may assumex∈VSIG by Claim A, we get ∀y∈V (u). yµ1=yν and, moreover,
∀δ≺n0+ωn1. R,X is ω-shallow confluent up toδ by our induction hypothesis. In the first case,
due to l1µ1=s our induction hypothesis even implies that R,X is ω-shallow confluent up to
n0+ωn1 anduµ1 in ⊳. Thus Lemma 13.8 (matching itsn0 to ourn0 and itsn1 to ourn1) implies
that C1ν is fulfilled w.r.t. −→ω+n1

. Now since n1=0, Corollary 2.6 implies l1ν−→ω+n1
r1ν.

Q.e.d. (Claim C of the proof of Lemma B.4)
Proof of Claim C of the proof of Lemma B.5:Directly Lemma 13.8 (matching itsn0 to our n0

and itsn1 to ourn1−̇1) (by Claim 2 and since R,X is α-quasi-normal andα-shallow confluent up
to n0+α(n1−̇1) by our first level of induction due ton1−̇1� n1 by Claim 2).

Q.e.d. (Claim C of the proof of Lemma B.5)

Q.e.d. (The variable-overlap case)

The critical peak case:p∈POS (l1); l1/p 6∈V: Let ξ0 ∈ S UB (V,V) be a bijection with

ξ0[V (l0=r0←−C0)]∩V (l1=r1←−C1) = /0. Define Y:= V ((l0=r0←−C0)ξ0, l1=r1←−C1). De-

fine ξ1 := V↿id. Let ρ be given byxρ =

{

xµ1 if x∈ V (l1=r1←−C1)

xξ−1
0 µ0 else

}

(x∈V).

By l0ξ0ρ= l0ξ0ξ−1
0 µ0=s/p= l1µ1/p= l1ρ/p=(l1/p)ρ let σ := mgu({(l0ξ0, l1/p)},Y) and

ϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.

Claim A: We may assume
(

p= /0 ∨ ∀y∈V (l1). yσϕ 6∈dom(−→α+min{n0,n1}
)
)

.

Proof of Claim A: Otherwise, when p 6= /0 holds but ∀y∈V (l1). yσϕ 6∈dom(−→α+min{n0,n1}
)

is not the case, there are somex ∈ V (l1), ν ∈ S UB (V,T (X)) with xµ1−→α+min{n0,n1}
xν

and ∀y∈V\{x}. yµ1=yν. Due to l1µ1/p⊳ l1µ1=s by our first level of induction from
r0ξ0σϕ←−α+n0

l0ξ0σϕ= l1σϕ/p= l1µ1/p
∗
−→α+min{n0,n1}

l1ν/p we know that there must be some

u with r0ξ0σϕ ∗
−→α+min{n0,n1}

u
∗
←−α+n0

l1ν/p. Due to Claim 3, by Lemma 13.8 (matching its
n0 to our min{n0,n1} and its n1 to our (n1−̇1)) C1ν is fulfilled w.r.t. −→α+(n1−̇1)

. Then

Claim 4 implies l1ν−→α+n1
r1ν. Due to l1µ1

+
−→α+min{n0,n1}

l1ν and −→ω+α ⊆ ⊲ we get

l1ν⊳ l1µ1=s. Thus, by our first level of induction, froml1ν[ p← u]
∗
←−α+n0

l1ν−→α+n1
r1ν

we get t0= l1µ1[ p← r0ξ0σϕ ]
∗
−→α+min{n0,n1}

l1ν[ p← r0ξ0σϕ ]
∗
−→α+min{n0,n1}

l1ν[ p← u]
∗
−→α+n1

◦
∗
←−α+n0

r1ν ∗
←−α+min{n0,n1}

r1µ1= t1. Q.e.d. (Claim A)
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If l1[ p← r0ξ0 ]σ= r1σ, then we are finished due tot0= l1[ p← r0ξ0 ]σϕ= r1σϕ= t1. Other-
wise we have ((l1[ p← r0ξ0 ],C0ξ0,Λ0), (r1,C1ξ1,Λ1), l1, σ, p) ∈ CP(R) with the following
additional structure:
In the proof of Lemma B.4:By Claim 2 the critical peak cannot be of the form(1,1). More-
over, if it is of the form (0,0), then we have ∀k≺2. lk∈T (cons,VSIG⊎VC ), which by
Claim 2 for some i ≺ 2 implies T ERM S (C1−iξ1−iσϕ)*T (cons,VSIG⊎VC ), and then
T ERM S (C1−iξ1−iσ)*T (cons,VC ), i.e. T ERM S (C0ξ0σC1ξ1σ)*T (cons,VC ).
In the proof of Lemma B.5:For all k ≺ 2 we have: α=0 ⇒ Λk=0. If α=ω and
Λk=0 for some k ≺ 2, then lk∈T (cons,VSIG⊎VC ), which by Claim 2 implies
T ERM S (Ckξkσϕ)*T (cons,VSIG⊎VC ), and thenT ERM S (Ckξkσ)*T (cons,VC ).

Now C0ξ0σϕ = C0µ0 is fulfilled w.r.t.−→α+(n0−̇1)
; C1ξ1σϕ = C1µ1 is fulfilled w.r.t.−→α+(n1−̇1)

.
Since l1σϕ= l1µ1=s, by our induction hypothesis we have∀(δ,s′)≺⊳ (n0+αn1, l1σϕ).
(R,X is α-shallow confluent up toδ and s′ in ⊳). By Claim 1 we get ∀q∈POS (l1σϕ).
(

/0 6=q≪l1σϕ p ⇒ l1σϕ 6∈dom(−→α+min{n0,n1},q
)
)

. This means l1σϕ 6∈A(p,min{n0,n1}).

Furthermore, (n0+αn1, l1σϕ) = (n0+αn1,s)≺⊳(β, ŝ). Therefore, in case of ∀y∈V.
yϕ 6∈dom(−→α+min{n0,n1}

), by Claim A and by the assumed form ofα-shallow joinability up toβ
andŝ w.r.t. R,X and⊳ [besidesA], we get t0= l1[ p← r0ξ0 ]σϕ ∗

−→α+n1
◦
∗
←−α+n0

r1σϕ= t1.

Otherwise, when ∀y∈V. yϕ 6∈dom(−→α+min{n0,n1}
) is not the case, by−→ω+α ⊆ ⊲ and

the Axiom of Choice there is someϕ′∈S UB (V,T (X)) with ∀y∈V. yϕ ∗
−→α+min{n0,n1}

yϕ′ 6∈
dom(−→α+min{n0,n1}

). Then, of course, ∀i≺2. ∀y∈V. yξiσϕ ∗
−→α+min{n0,n1}

yξiσϕ′. Due to
Claim 3, by Lemma 13.8 (matching itsn0 to our min{n0,n1} and its n1 to our (ni−̇1))
we know that ∀i≺2. Ciξiσϕ′ is fulfilled w.r.t.−→α+(ni −̇1)

. Then Claim 4 implies ∀i≺2.

l iξiσϕ′−→α+ni
r iξiσϕ′. Furthermore, we have l1[ p← r0ξ0 ]σϕ ∗

−→α+min{n0,n1}
l1[ p← r0ξ0 ]σϕ′

and r1σϕ′ ∗←−α+min{n0,n1}
r1σϕ, cf. the diagram below. Therefore, in case ofl1σϕ= l1σϕ′

the proof succeeds like above withϕ′ instead ofϕ. Otherwise we havel1σϕ +
−→ω+α l1σϕ′.

Then due to −→ω+α ⊆ ⊲ we get s= l1σϕ⊲ l1σϕ′. Therefore, by our first level of in-
duction, from l1[ p← r0ξ0 ]σϕ′←−α+n0,pl1[ p← l0ξ0 ]σϕ′= l1σϕ′−→α+n1, /0r1σϕ′ we conclude

l1[ p← r0ξ0 ]σϕ′ ∗−→α+n1
◦
∗
←−α+n0

r1σϕ′.

t0 s t1

l1[ p← r0ξ0 ]σϕ

w

w

w

w

w

<
α+n0, p

l1σϕ

w

w

w

w

w

w

α+n1, /0
> r1σϕ

w

w

w

w

w

w

l1[ p← r0ξ0 ]σϕ′
∗
∨

α+min{n0,n1}

<
∗

α+n0, p
l1σϕ′
∗
∨

α+min{n0,n1}

∗
α+n1, /0

> r1σϕ′
∗
∨

α+min{n0,n1}

◦

∗
∨

α+n1

============================================== ◦

∗
∨

α+n0

Q.e.d. (The critical peak case) Q.e.d. (Lemma B.4 and Lemma B.5)
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Proof of Lemma B.6

For (δ,s)≺⊳(β, ŝ) we are going to show that R,X is ω-level confluent up toδ ands in ⊳ by
induction over(δ,s) in ≺⊳ . Suppose that for ¯n0, n̄1 ≺ ω we have (max{n̄0, n̄1},s)≺⊳(β, ŝ)
and t ′0

∗
←−ω+n̄0

s
∗
−→ω+n̄1

t ′1. We have to showt ′0
∗
−→ω+max{n̄0,n̄1}

◦
∗
←−ω+max{n̄0,n̄1}

t ′1.

In case of∃i≺2. t ′i =s this is trivially true by Lemma 2.12. In case of ¯n0= n̄1=0 this is true by
confluence of−→ω. Using symmetry in 0 and 1, w.l.o.g. we may assume ¯n0� n̄1.

Thus, assuming ¯n0� n̄1≻0, for t ′0
∗
←−ω+n̄0

t0←−ω+n̄0
s−→ω+n̄1

t1
∗
−→ω+n̄1

t ′1
using the induction hypothesis that

∀(m,w′)≺⊳ (max{n̄0, n̄1},s). R,X is ω-level confluent up tomandw′ in ⊳

we have to show
t ′0
∗
−→ω+n̄1

◦
∗
←−ω+n̄1

t ′1.

Claim 0:Now it is sufficient to showt0
∗
−→ω+n̄1

u
∗
←−ω+n̄1

t1 for someu.

Proof of Claim 0:By Lemma B.1 we haves⊲ t0,t1. Thus, due to35 (max{n̄1, n̄1},t1)≺⊳
(max{n̄0, n̄1},s), by our induction hypothesesu

∗
←−ω+n̄1

t1
∗
−→ω+n̄1

t ′1 (cf. diagram below) im-

plies the existence of somev with u
∗
−→ω+n̄1

v
∗
←−ω+n̄1

t ′1 and then t ′0
∗
←−ω+n̄0

t0
∗
−→ω+n̄1

v implies

t ′0
∗
−→ω+n̄1

◦
∗
←−ω+n̄1

v.

s
ω+n̄1

> t1
∗

ω+n̄1
> t ′1

t0
∨

ω+n̄0

∗
ω+n̄1

> u

∗
∨

ω+n̄1

∗
ω+n̄1

> v

∗
∨

ω+n̄1

t ′0

∗
∨

ω+n̄0

∗
ω+n̄1

> ◦

∗
∨

ω+n̄1

Q.e.d. (Claim 0)

Defining n := n̄1−̇1 and using Lemma 2.12 we can now restate our proof task in the following
symmetric way:

Forn≺ ω, t0←−ω+n+1,ps−→ω+n+1,qt1 using the induction hypothesis that

∀(m,w′)≺⊳ (n+1,s). R,X is ω-level confluent up tom andw′ in ⊳

we have to show
t0
∗
−→ω+n+1 ◦

∗
←−ω+n+1t1.

In case ofp‖q this is trivial. Otherwise one ofp,q must be a prefix of the other, w.l.o.g. say that
q is a prefix ofp. In case of q 6= /0 due to ⊲ST ⊆ ⊲ we get s/q⊳ s and the proof finished by
our induction hypothesis andT (sig,X)-monotonicity of

∗
−→ω+n+1. Thus we may assumeq= /0.

We start a second level of induction onp in≪s. Thus we may assume the following induction
hypothesis:

∀q∈POS (s). ∀t ′0,t
′
1.

( (

q≪s p
∧ t ′0←−ω+n+1,qs−→ω+n+1, /0t

′
1

)

⇒ t ′0↓ω+n+1t
′
1

)

35Note that it is this change from ¯n0 to n̄1 in max{n̄0, n̄1} that makes a two level treatment similar to that for
ω-shallow confluence (i.e. considering ¯n0+ω n̄1 instead of ¯n0+n̄1) impossible because then for ¯n0=0≺ n̄1 we would
get maxω{n̄0, n̄1}≺ω�maxω{n̄1, n̄1} and thus would not be allowed to apply our induction hypothesis here.
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Now for k < 2 there must be((lk, rk),Ck) ∈ R; µk ∈ S UB (V,T (X)); with Ckµk fulfilled w.r.t.
−→ω+n; s= l1µ1; s/p= l0µ0; t0= l1µ1[ p← r0µ0 ]; t1= r1µ1. Moreover, fork < 2 we define

Λk :=

{

0 if lk∈T (cons,VSIG⊎VC )
1 otherwise

}

.

Claim 1:We may assume that∀q∈POS (s).
(

/0 6=q≪s p ⇒ s 6∈dom(−→ω+n+1,q)
)

.
Proof of Claim 1: Otherwise there must be someq ∈ POS (s); ((l2, r2),C2) ∈ R; µ2 ∈
S UB (V,T (X)); with C2µ2 fulfilled w.r.t. −→ω+n; s/q= l2µ2; and /0 6=q ≪s p. By

our second induction level we getl1µ1[q← r2µ2 ]
∗
−→ω+n+1w1

∗
←−ω+n+1r1µ1 for some w1;

cf. the diagram below. Next we are going to show that there is some w0 with
l1µ1[ p← r0µ0 ]

∗
−→ω+n+1w0

∗
←−ω+n+1l1µ1[q← r2µ2 ]. Note that (since −→ ⊆ ⊲ implies

s⊲l1µ1[q← r2µ2 ]) this finishes the proof since thenw0
∗
←−ω+n+1l1µ1[q← r2µ2 ]

∗
−→ω+n+1w1 by

our first level of induction impliest0
∗
−→ω+n+1w0↓ω+n+1w1

∗
←−ω+n+1t1.

t0 s t1

l1µ1[ p← r0µ0 ]

w

w

w

w

w

<
ω+n+1, p

l1µ1

w

w

w

w

w

w

ω+n+1, /0
> r1µ1

w

w

w

w

w

w

w0

∗
∨

ω+n+1

<
∗

ω+n+1
l1µ1[q← r2µ2 ]

∨
ω+n+1,q

∗
ω+n+1

> w1

∗
∨

ω+n+1

◦

∗
∨

ω+n+1

============================================== ◦

∗
∨

ω+n+1

In case of p‖q we simply can choosew0 := l1µ1[ p← r0µ0 ][q← r2µ2 ]. Otherwise, there must
be some ¯p, p̂, q̂, with p= p̄p̂, q= p̄q̂, and (p̂= /0 ∨ q̂= /0). Now it suffices to show

s/p̄[ p̂← r0µ0 ]
∗
−→ω+n+1w

′
0
∗
←−ω+n+1s/p̄[ q̂← r2µ2 ]

for somew′0, because byT (sig,X)-monotonicity of
∗
−→ω+n+1 we then have

l1µ1[ p← r0µ0 ]=s[ p̄p̂← r0µ0 ]=s[ p̄← s/p̄][ p̄p̂← r0µ0 ]=

s[ p̄← s/p̄[ p̂← r0µ0 ] ]
∗
−→ω+n+1s[ p̄← w′0 ]

∗
←−ω+n+1s[ p̄← s/p̄[ q̂← r2µ2 ] ]=

s[ p̄← s/p̄][ p̄q̂← r2µ2 ]=s[ p̄q̂← r2µ2 ]= l1µ1[q← r2µ2 ].
Note that

s/p̄[ p̂← r0µ0 ]←−ω+n+1,p̂s/p̄−→ω+n+1,q̂s/p̄[ q̂← r2µ2 ].
In case of ¯p 6= /0 (since then ⊲ST ⊆ ⊲ implies s⊲ s/p̄) we get somew′0 with

s/p̄[ p̂← r0µ0 ]
∗
−→ω+n+1w

′
0
∗
←−ω+n+1s/p̄[ q̂← r2µ2 ] by our first level of induction. Otherwise, in

case of ¯p= /0, our disjunction from above means(p= /0 ∨ q= /0). Since we have /0 6=q by
our initial assumption, we may assumeq= q̂ 6= /0 and p= p̂= p̄= /0. Then the above divergence
reads s/p̄[ p̂← r0µ0 ]←−ω+n+1, /0s−→ω+n+1,qs/p̄[ q̂← r2µ2 ] and we get the required joinability by
our second induction level due toq≪s p. Q.e.d. (Claim 1)

Claim 2:We may assume:∃i≺2. l i 6∈T (cons,VSIG⊎VC ).
Proof of Claim 2:SinceCiµi is fulfilled w.r.t. −→ω+n, by Lemma 13.2 (matching both itsµ and
ν to ourµ1) l i∈T (cons,VSIG⊎VC ) implies l iµi−→ωr iµi and thens−→ωti . Thus, if the claim
does not hold, we havet0←−ωs−→ωt1 and the proof is finished by confluence of−→ω .

Q.e.d. (Claim 2)
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Now we have two cases:

The variable overlap case:p=q0q1; l1/q0=x∈ V :

We have xµ1/q1= l1µ1/q0q1=s/p= l0µ0. By Lemma 2.10 (in case ofx∈VC ), we can define
ν ∈ S UB (V,T (X)) by (y∈V):

yν :=

{

xµ1[q1← r0µ0 ] if y=x
yµ1 otherwise

}

and getyµ1
=
−→ω+n+1yν for y∈V. By Corollary 2.8:

t0= l1µ1[q0q1← r0µ0 ]= l1[q0← xν ][q′← yµ1 | l1/q′=y∈ V ∧ q′ 6=q0 ]
∗
−→ω+n+1

l1[q′← yν | l1/q′=y∈V ]= l1ν;
t1= r1µ1

∗
−→ω+n+1r1ν. It suffices to showl1ν−→ω+n+1r1ν, which follows from our first level of

induction saying that R,X is ω-level confluent up ton by Lemma A.7 (matching itsn0 to ourn+1
and itsn1 to ourn). Q.e.d. (The variable overlap case)

The critical peak case:p∈ POS (l1); l1/p 6∈ V : Let ξ ∈ S UB (V,V) be a bijection with

ξ[V (l0=r0←−C0)]∩V (l1=r1←−C1)= /0. Define Y:= V ((l0=r0←−C0)ξ, l1=r1←−C1) .

Let ρ be given by xρ=

{

xµ1 if x∈ V (l1=r1←−C1)
xξ−1µ0 else

}

(x∈V). By l0ξρ= l0ξξ−1µ0=

s/p= l1µ1/p= l1ρ/p=(l1/p)ρ let σ := mgu({(l0ξ, l1/p)},Y) and ϕ ∈ S UB (V,T (X))
with Y↿(σϕ)=Y↿ρ.

Claim A: We may assume
(

p= /0 ∨ ∀y∈V (l1). yσϕ 6∈dom(−→ω+n+1)
)

.
Proof of Claim A: Otherwise, when p 6= /0 holds but ∀y∈V (l1). yσϕ 6∈dom(−→ω+n+1) is
not the case, there are somex ∈ V (l1), ν∈S UB (V,T (X)) with xσϕ−→ω+n+1xν and
∀y∈V\{x}. yµ1=yν. Due to l1µ1/p⊳ l1µ1=s by our first level of induction from
r0ξσϕ←−ω+n+1l0ξσϕ= l1σϕ/p= l1µ1/p

∗
−→ω+n+1l1ν/p we know that there must be someu with

r0ξσϕ ∗
−→ω+n+1u

∗
←−ω+n+1l1ν/p. Due to l1µ1

+
−→ω+n+1l1ν and −→ ⊆ ⊲ we get l1ν⊳ l1µ1=

s. Thus, by our first level of induction, froml1ν[ p← u]
∗
←−ω+n+1l1ν−→ω+n+1r1ν (which is due

to Lemma A.7 and our first level of induction saying that R,X is ω-level confluent up ton) we
get t0= l1µ1[ p← r0ξσϕ ]

∗
−→ω+n+1l1ν[ p← r0ξσϕ ]

∗
−→ω+n+1l1ν[ p← u]↓ω+n+1r1ν ∗

←−ω+n+1r1µ1=
t1. Q.e.d. (Claim A)

If l1[ p← r0ξ ]σ= r1σ, then we are finished due tot0= l1[ p← r0ξ ]σϕ= r1σϕ= t1. Otherwise
((l1[ p← r0ξ ],C0ξ,Λ0), (r1,C1,Λ1), l1, σ, p ) is a critical peak in CP(R). Furthermore, due to
Claim 2, this critical peak is not of the form(0,0).

Now (C0ξC1)σϕ=C0µ0C1µ1 is fulfilled w.r.t.−→ω+n. Due to l1σϕ= l1ρ= l1µ1=s, by our first
level of induction we get∀(δ,s′)≺⊳ (n+1, l1σϕ). (R,X is ω-level confluent up toδ ands′ in
⊳). By Claim 1 we get∀q∈POS (l1σϕ).

(

/0 6=q≪l1σϕ p ⇒ l1σϕ 6∈dom(−→ω+n+1,q)
)

. This
meansl1σϕ 6∈A(p,n+1). Furthermore,(n+1, l1σϕ)=(max{n0,n1},s)≺⊳(β, ŝ). Thus, in case
of ∀y∈V. yϕ 6∈dom(−→ω+n+1), by Claim A and the assumed byω-level joinability up toβ and
ŝ w.r.t. R,X and⊳ [besidesA] (matching the definition’sn0 andn1 to our n+1) we get t0=
l1[ p← r0ξ ]σϕ↓ω+n+1r1σϕ= t1.
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Otherwise, when∀y∈V. yϕ 6∈dom(−→ω+n+1) is not the case, by−→ ⊆ ⊲ and the Axiom

of Choice there is someϕ′∈S UB (V,T (X)) with ∀y∈V. yϕ ∗
−→ω+n+1yϕ′ 6∈dom(−→ω+n+1).

Then, of course,∀y∈V. yξσϕ ∗
−→ω+n+1yξσϕ′ and ∀y∈V. yσϕ ∗

−→ω+n+1yσϕ′. By Lemma A.7
(due to our first level of induction saying that R,X is ω-level confluent up ton) we
know that C0ξσϕ′ and C1σϕ′ are fulfilled w.r.t. −→ω+n. Furthermore, we have

l1[ p← r0ξ ]σϕ ∗
−→ω+n+1l1[ p← r0ξ ]σϕ′ and r1σϕ′ ∗←−ω+n+1r1σϕ. Therefore, in case ofl1σϕ=

l1σϕ′ the proof succeeds like above withϕ′ instead ofϕ. Otherwise we havel1σϕ +
−→l1σϕ′.

Then due to−→ ⊆ ⊲ we get s= l1σϕ⊲ l1σϕ′. Therefore, by our first level of induction, from
l1[ p← r0ξ ]σϕ′←−ω+n+1l1[ p← l0ξ ]σϕ′= l1σϕ′−→ω+n+1r1σϕ′ (which is due to Lemma A.7 and
our first level of induction saying that R,X is ω-level confluent up ton) we conclude t0=

l1[ p← r0ξ ]σϕ ∗
−→ω+n+1l1[ p← r0ξ ]σϕ′↓ω+n+1r1σϕ′ ∗←−ω+n+1r1σϕ= t1.

Q.e.d. (The critical peak case) Q.e.d. (Lemma B.6)

Proof of Lemma B.7

1.: Since the direction “⊇” is trivial we only have to show “⊆” and begin with the first equation.
For t ′ ∈DST[T] there are somet ∈ T andp∈ POS (t) with t/p= t ′. Now, in case oft ′⇉ t ′′ by
sort-invariance and T-monotonicity of⇉ we get t = t[ p← t ′ ]⇉ t[ p← t ′′ ]∈T, which implies
t ′′∈DST[T]. Thus we have shownDST[T]↿id ◦⇉ ⊆ DST[T]↿id ◦⇉ ◦ DST[T]↿id. In case of t ′∈T
we can choosep= /0 and gett ′′∈T, which provesT↿id ◦⇉ ⊆ T↿id ◦⇉ ◦ T↿id.

2.: For T∋ t⊲STt
′ ⇉ t ′′ there is ap ∈ POS (t); p 6= /0 with t ′= t/p. By sort-invariance and

T-monotonicity of⇉ we get t = t[ p← t ′ ]⇉ t[ p← t ′′ ]⊲STt
′′ and t[ p← t ′′ ]∈T.

3.: The subset relationship is simple:

DST[T]↿id ◦ (⇉ ∪⊲ST)
+ ⊆ EST ◦ T↿id ◦ DST ◦ (⇉ ∪⊲ST)

+ ⊆ EST ◦ T↿id ◦ (⇉ ∪⊲ST)
+.

The first equality follows from (1) andDST[T]↿id ◦ ⊲ST = DST[T]↿id ◦ ⊲ST ◦ DST[T]↿id . For the
second equality consider the following subset relationships as a word rewriting system over the
alphabet{T↿id,⇉,⊲ST} (containing three letters):

T↿id ◦ ⊲ST ◦⇉ ⊆ T↿id ◦⇉ ◦ T↿id ◦ ⊲ST ;
⊲ST ◦ ⊲ST ⊆ ⊲ST ;
T↿id ◦⇉ ◦ ⊲ST ⊆ T↿id ◦⇉ ◦ T↿id ◦ ⊲ST ;
T↿id ◦⇉ ◦⇉ ⊆ T↿id ◦⇉ ◦ T↿id ◦⇉ .

First note that the system is sound: The first rule was proved in (2). The second is transitivity of
⊲ST. The third and fourth are implied by (1). Since the number of substrings from {⇉,⊲ST}

2

is decreased by 1 by each of the rules, the word rewriting system is terminating. Thus, since
all normal forms from T↿id{⇉,⊲ST}

+ are in {T↿id⊲ST} ∪ {T↿id⇉}
+[{T↿id⊲ST}], we get

T↿id ◦ (⇉∪⊲ST )+ ⊆
(

T↿id ◦ ⊲ST

)

∪
(

( T↿id ◦⇉ )+ ◦ ( T↿id ◦ ⊲ST )=
)

. Using (1) again
as well as⊲ST

= ⊆ DST, this implies the one direction; the other direction as well as the special
case are trivial.
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4.: By the first equation of (3) we conclude⊲ ⊆ DST[T] × DST[T] as well as transitivity of⊲.
Suppose that⊲ is not terminating. By the first equation of (3) there is somer : N→DST[T] with
∀i∈N. ( r i⇉r i+1 ∨ r i⊲STr i+1 ). There is somet0 ∈ T and somep0 ∈ POS (t0) with t0/p0= r0.
Moreover, there is also somep : N+→ N∗ such that

∀i∈N.

( (

r i ⇉ r i+1

∧ pi+1= /0

)

∨

(

r i⊲STr i+1

∧ r i/pi+1= r i+1

) )

.

Define(tn)n∈N inductively by tn+1 := tn[ p0 . . . pn+1← rn+1 ].

Claim 2:For eachn∈ N we get













tn,tn+1∈T
∧ tn/p0 . . . pn= rn

∧ tn+1/p0 . . . pn+1= rn+1

∧

(

tn⇉tn+1 ∨

(

tn= tn+1

∧ rn⊲STrn+1

) )













.

Proof of Claim 2:We have tn∈T and tn/p0 . . . pn= rn in case of n=0 by our choice
above and otherwise inductively by Claim 2. In case ofrn⇉rn+1 ∧ pn+1= /0, since⇉ is
sort-invariant and T-monotonic, we thus get:tn=tn[ p0 . . . pn← rn ]⇉ tn[ p0 . . . pn← rn+1 ]=
tn[ p0 . . . pnpn+1← rn+1 ]= tn+1∈T. Otherwise we havern⊲STrn+1 and rn/pn+1= rn+1 and
get: T∋tn= tn[ p0 . . . pn← rn ]= tn[ p0 . . . pn← rn[ pn+1← rn+1 ] ]=
tn[ p0 . . . pn← rn ][ p0 . . . pnpn+1← rn+1 ]= tn[ p0 . . . pnpn+1← rn+1 ]= tn+1. In both cases we
have tn+1/p0 . . . pn+1= tn[ p0 . . . pn+1← rn+1 ]/p0 . . . pn+1= rn+1. Q.e.d. (Claim 2)
Since⊲ST is terminating, Claim 2 contradicts⇉ being terminating (below allt ∈ T).
If ⇉ and T are X-stable, additionally, then⊲ is X-stable too, becauseDST[T], DST[T]↿id, and⊲ST

are.
Here is an example for⊲ not sort-invariant and not T-monotonic: LetA,B be two different sorts.
Let α(a) = A , α(f) = A→ B , α(g) = A→ A . Define⇉:= /0 and T := T . Then we have
⊲ = ⊲ST and therefrom: f(a)⊲ a (hence not sort-invariant); andg(a)⊲ a but f(g(a)) ⋫ f(a)
(hence not T-monotonic).

5.: Take the signature from the example in the proof of (4). Define⇉ := {(a, f(a))} and T := T .
Now⇉ is a T-monotonic (indeed!), terminating relation onT that is not sort-invariant; whereas
⊲ is not irreflexive: a ⇉ f(a)⊲ST a . If one changesα(f) to be α(f) = A→ A , then⇉ is a sort-
invariant, terminating relation onT that is not T-monotonic but/0-monotonic; whereas neither⊲
nor (⇉ ∪⊲ST)

+ (in contrast toDST[ /0]↿id◦ (⇉ ∪⊲ST)
+) are irreflexive. Q.e.d. (Lemma B.7)
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Proof of Lemma B.8

For the proof of Claim 3 below, we enrich the signatures by a new sortsnew and new constructor
symbolseqs̄ for each old sort ¯s∈ S with arity s̄s̄→ snew and⊥ with arity snew. We take (in
addition to R) the following set of new rules (withXs̄∈ VSIG,s̄ for s̄∈ S):

R′ := { eqs̄(Xs̄,Xs̄) =⊥ | s̄∈ S }.
Since the sort restrictions do not allow−→

R∪R′,X,β to make any use of terms of the sortsnew when
rewriting terms of an “old” sort, we get

∀β� ω+ω. −→
R∪R′,X,β ∩ (T (sig,X)×T ) = −→R,X,β/sig/cons

(the latter being defined over the non-enriched signatures). Thus, T :=
∗
−→[{ŝ}], T↿−→, and

D[T]↿−→ do not change when we exchange the one−→ with the other. We use ‘⊲ST’ to denote
the subterm ordering over the enriched signature. For keeping the assumptions of our lemma valid
for this subterm ordering (instead of the subterm ordering on the non-enriched signature) we have
to extend⊲ with eqs̄(t0,t1)⊲ t ′ if ∃i≺2. tiDSTt

′ for some ¯s∈ S andt0,t1 ∈ T (sig,VSIG⊎VC )s̄.
This extension neither changesD[T] nor D[T]↿−→. Thus, sinceD[T]↿−→ is not changed by
any of the extensions, it now suffices to show its confluence after the extensions. Since the sort
restrictions do not allow a term of the sortsnew to be a proper subterm of any other term, it is
obvious that after the extension of⊲ we still may assume either thatT↿−→R∪R′,X

is terminating
and ⊲ = ⊲ST or that D[T]↿−→R∪R′,X

⊆ ⊲, ⊲ST ⊆ ⊲, and⊲ is a wellfounded ordering onT .
Moreover, again due to the sort restrictions not allowing a term of the sortsnew to be a proper
subterm of any other term, ifw(←−∪⊳)+ (t̂/p)σϕ holds for the extended−→ and⊲ and if t̂ is
an old term, then this also holds for the non-extended−→ and⊲. Therefore, (as no new critical
peaks occur) the critical peaks keep being⊲-quasi overlay joinable.

We define−→β :=−→
R∪R′,X,β for any ordinalβ with β≺ω+ω; and−→ :=−→ω+ω :=−→

R∪R′,X
.

Since−→ is sort-invariant, T-monotonic (cf. Corollary 2.8), and terminating below allt ∈ T, by
Lemma B.7(4),⊲′ := DST[T]↿id ◦ (−→∪⊲ST)

+ is a wellfounded ordering onDST[T]. In case
of ⊲=⊲ST, we define > := ⊲′ . Otherwise, in case thatD[T]↿−→R,X ⊆ ⊲, ⊲ST ⊆ ⊲, and⊲
is a wellfounded ordering, we define> := ⊲∩ (D[T]×D[T]) . In any case,> is a wellfounded
ordering onD[T] containingD[T]↿id◦ (−→∪⊲ST∪⊲)+. This means in particular thatD[T] is
closed under−→,⊲ST, and⊲.

We say thatP(v,u,s,t,Π) holds if for v,u,t ∈ T (sig,X) and s ∈ D[T] with v
∗
←−u; and

s
∗
−→t; Π ⊆ POS (u) with ∀p,q∈Π. ( p 6=q⇒ p‖q ) and ∀o∈Π. u/o=s; we have v ↓

u[o← t | o∈Π ]. Now (byΠ := { /0}) it suffices to show thatP(v,u,s,t,Π) holds for all appropri-
atev,u,s,t,Π. We will show this by terminating induction over the lexicographic combination of
the following orderings:
1. >
2. ≻
3. ≻
using the following measure on(v,u,s,t,Π):
1. s

2. the smallest ordinalβ� ω+ω for which v
∗
←−βu

3. the smallestn∈ N for whichv
n
←−βu for theβ of (2)
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For the limit ordinals 0,ω, ω+ω in the second position of the measure, the induction step is
trivial (

∗
←−0 ⊆ id ;

∗
←−ω ⊆

S

i∈N
∗
←−i ;

∗
←−ω+ω ⊆

S

i∈N
∗
←−ω+i ). Thus, as we now suppose a

smallest(v,u,s,t,Π) with P(v,u,s,t,Π) not holding for, the second position of the measure must
be a non-limit ordinalβ+1.

As P(v,u,s,t,Π) holds trivially for u = v or s= t we have someu′,s′ with
v

n
←−β+1u

′←−β+1u (n∈N) (with ∀m∈N. (v
m
←−β+1u ⇒ m≻n)) and s−→s′

∗
−→t. Now for a

contradiction it is sufficient to show

Claim: There is somez with v
∗
−→z

∗
←−u[o← s′ | o∈Π ].

because then we havez ↓ u[o← t | o∈Π ] by P(z,u[o← s′ | o∈Π ],s′,t,Π), which is smaller
than(v,u,s,t,Π) in the first position of the measure bys−→s′.

u ‖
ω+ω,Π

> u[o← s′ | o∈Π ]

u′
∨

β+1

v

n

∨
β+1

∗
> ◦

∗

∨

Claim 0:We may assume∀p′′∈POS (s)\{ /0}. s/p′′ 6∈dom(−→).
Proof of Claim 0:Otherwise there are somep′′ ∈ POS (s)\{ /0} and somes′′ with s/p′′−→s′′.

v <
n+1

β+1
u ‖

ω+ω,Π
> u[o← s′ | o∈Π ]

v′

∗
∨

<
∗

u[o← s[ p′′← s′′ ] | o∈Π ]

==
∨

ω+ω,Πp′′

∗
> u[o← s′′′ | o∈Π ]

∗
∨

◦

∗
∨

=========================================================== ◦

∗
∨

Then, by P(s′,s,s/p′′,s′′,{p′′}), which is smaller in the first position of the measure by
s⊲STs/p′′, we get s′

∗
−→s′′′

∗
←−s[ p′′← s′′ ] for somes′′′. Similarly, by P(v,u,s/p′′,s′′,Πp′′)

we get v
∗
−→v′

∗
←−u[ p← s′′ | p∈Πp′′ ]=u[o← s[ p′′← s′′ ] | o∈Π ] for somev′. Finally, by

P(v′, u[o← s[ p′′← s′′ ] | o∈Π ], s[ p′′← s′′ ], s′′′, Π ), which is smaller in the first position of
the measure bys−→s[ p′′← s′′ ], we get v′ ↓ u[o← s′′′ | o∈Π ]

∗
←−u[o← s′ | o∈Π ].

Q.e.d. (Claim 0)

By Claim 0 there are some((l0, r0),C0) ∈ R∪R′; µ0 ∈ S UB (V,T (X)); with s= l0µ0; s′ = r0µ0;
andC0µ0 is fulfilled w.r.t.−→. Furthermore, we have someq∈ POS (u); ((l1, r1),C1) ∈ R∪R′;
µ1 ∈ S UB (V,T (X)); with u/q= l1µ1; u′=u[q← r1µ1 ]; C1µ1 fulfilled w.r.t. −→β ; and if C1

contains some inequality(u6=v) then ω�β. By Claim 0 we may assume thatq is not strictly
below anyp∈Π, i.e. that there are nop, p′ with pp′=q, p′ 6= /0, and p∈Π.
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Define Ξ := Π\ (qN∗) ;
Π′ := { p′ | qp′∈Π ∧ (p′∈POS (l1)⇒ l1/p′∈V) } ;
Π′′ := { p′ | qp′∈Π\(qΠ′) } .

Define a functionΓ on V by (x∈V): Γ(x) := { p′′ | ∃p′. (l1/p′ = x ∧ p′p′′ ∈Π′) }. Since for
p′′ ∈ Γ(x) we always have somep′ with l1/p′=x; xµ1/p′′= l1µ1/p′p′′=u/qp′p′′=s; we have

∀x∈V. ∀p′′∈Γ(x). xµ1/p′′=s. (#0)
Since the proper subterm ordering is irreflexive we cannot have s⊲STs, and therefore get

∀x∈V. ∀p′, p′′∈Γ(x). ( p′= p′′ ∨ p′ ‖ p′′ ). (#1)
Due to (#0) and (#1) we can defineµ′1 by (x∈V):

xµ′1 := xµ1[ p′′← s′ | p′′ ∈ Γ(x) ].
Define forw̄∈ T :

Θw̄ := { p′p′′ | ∃x. (w̄/p′=x∧ p′′∈Γ(x)) }.
By (#0) we get

∀w̄∈T . ∀p′∈Θw̄. w̄µ1/p′=s (#Θ1)
and by (#1)

∀w̄∈T . ∀p′, p′′∈Θw̄. ( p′= p′′ ∨ p′ ‖ p′′ ) (#Θ2)
and

∀w̄∈T . w̄µ′1= w̄µ1[ p′← s′ | p′∈Θw̄ ]. (#Θ3)
Note that forΛ := Θl1\Π

′ we have
Θl1 = Π′⊎Λ. (#2)

By (#Θ1) and (#2) we get
∀p′ ∈Π′∪Λ∪Π′′. l1µ1/p′=s (#3)

and by (#Θ2) and (#2)
∀p′, p′′∈Π′∪Λ. ( p′= p′′ ∨ p′ ‖ p′′ ). (#4)

Since
∀p′∈Π′∪Λ. (p′∈POS (l1) ⇒ l1/p′ ∈ V);
∀p′′∈Π′′. ( p′′∈POS (l1) ∧ l1/p′′ /∈ V ) (#5)

we get by (#3)
∀p′∈Π′∪Λ. ∀p′′∈Π′′. p′′ ‖ p′ (#6)

and then together with (#2) and (#4)
∀p′, p′′ ∈Π′⊎Λ⊎Π′′. ( p′= p′′ ∨ p′ ‖ p′′ ). (#7)

Now due to (#2) and (#Θ3) we have
l1µ′1= l1µ1[ p′← s | p′∈Π′∪Λ ] (#8)

and then by (#6) and (#3)
∀p′′∈Π′′. l1µ′1/p′′=s. (#9)
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Summing up and defining we have:

ǔ0 := u[q← l1µ1[ p′← s′ | p′∈Π′ ] ] [o← s′ | o∈ Ξ ] ;
ǔ1 := u[q← l1µ1[ p′← s′ | p′∈Π′∪Λ ] ] [o← s′ | o∈ Ξ ]

(by (#8)) = u[q← l1µ′1 ] [o← s′ | o∈ Ξ ] ;
ǔ2 := u[q← l1µ1[ p′← s′ | p′∈Π′∪Π′′ ] ] [o← s′ | o∈ Ξ ] ;
ǔ3 := u[q← l1µ1[ p′← s′ | p′∈Π′∪Λ∪Π′′ ] ][o← s′ | o∈ Ξ ]

(by (#6), (#8)) = u[q← l1µ′1[ p′← s′ | p′∈Π′′ ] ] [o← s′ | o∈ Ξ ] ;
u′ = u[q← r1µ1 ] ;
û0 := u[q← r1µ′1 ] [o← s′ | o∈ Ξ ]

(by Claim 2) = u[q← ū0 ] [o← s′ | o∈ Ξ ] ;
ûi+1 := u[q← ūi+1 ] [o← s′ | o∈ Ξ ] .

u
β+1,q

> u′
n

β+1
> v

ǔ0

==
∨

ω+ω,Ξ∪(qΠ′)

‖
ω+ω, (qΛ)

> ǔ1 ω+ω,q
> û0

==
∨

ω+ω, Ξ∪(qΘr1)

∗
> w0

∗
∨

û1

∨
ω+ω,qp̄0

∗
> w1

∗
∨

...
...

ǔ2

==

∨

ω+ω, (qΠ′′)

‖
ω+ω, (qΛ)

> ǔ3

==

∨

ω+ω, (qΠ′′)

∗
> ûn

∗
> wn

Due to (#3) we have ˇu2←−q ω+ω,(qΠ′′)ǔ0−→q ω+ω,(qΛ)ǔ1.
Thus by (#6): ˇu2−→q ω+ω,(qΛ)ǔ3←−q ω+ω,(qΠ′′)ǔ1.

We getǔ1−→ω+ω,qû0 by Lemma 2.7 and

Claim 3: C1µ′1 is fulfilled.

Moreover, we get ˆu0
∗
−→w0

∗
←−v for some w0 by (#Θ1), (#Θ2), (#Θ3), and

P(v,u′,s,s′,Ξ∪ (qΘr1)), which is smaller in the second or third position of the measure.

Claim 1:We may assume that there is somep∈Π′′ with l1µ′1[ p← s′ ] 6= r1µ′1.

Claim 2:There are some ¯n∈N; p̄ : {0, . . . , n̄−1}→ N∗; ū : {0, . . . , n̄}→ T (sig,X); such that
l1µ′1[ p′′← s′ | p′′∈Π′′ ] ∗−→ūn;

∀i≺n.

(

ūi+1= ūi [ p̄i ← ūi+1/p̄i ]

∧ ūi+1/p̄i
∗
←−ūi/p̄i < s

)

; and ū0= r1µ′1.

Inductively for i ≺ n we now get somewi+1 with ûi+1
∗
−→wi+1

∗
←−wi due to Claim 2 and

P(wi , ûi , ūi/p̄i, ūi+1/p̄i,{qp̄i}) which is smaller in the first position of the measure by Claim 2.
Finally by Claim 2 we get ˇu3

∗
−→u[q← ūn ][o← s′ | o∈ Ξ ]= ûn. This completes the proof of

Claim due to u[o← s′ | o∈Π ]= ǔ2
∗
−→wn

∗
←−v.
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Proof of Claim 1: In case of p, p′∈Π′′ with l1µ′1[ p← s′ ]= r1µ′1 and l1µ′1[ p′← s′ ]= r1µ′1
we cannot have p‖ p′ because then by (#9) we would get the contradictions= l1µ′1/p=
l1µ′1[ p′← s′ ]/p= r1µ′1/p= l1µ′1[ p← s′ ]/p=s′<s. Therefore, if Claim 1 does not hold, i.e. if
∀p′′∈Π′′. l1µ′1[ p′′← s′ ]= r1µ′1, by (#7) must have we have|Π′′| �1. In case Π′′= /0, we

have ǔ3= ǔ1
∗
−→w0. Otherwise, in case ofΠ′′={p} and l1µ′1[ p← s′ ]= r1µ′1, we have

l1µ′1[ p′← s′ | p′∈Π′′ ]= l1µ′1[ p← s′ ]= r1µ′1, and then ˇu3= û0
∗
−→w0. In both cases we have

shownClaim due to u[o← s′ | o∈Π ]= ǔ2
∗
−→ǔ3

∗
−→w0

∗
←−v. Q.e.d. (Claim 1)

Proof of Claim 2: Let ξ ∈ S UB (V,V) be a bijection with ξ[V (l0=r0←−C0)] ∩

V (l1=r1←−C1) = /0. Let ρ be given by (x∈ V): xρ :=

{

xµ′1 if x∈ V (l1=r1←−C1)
xξ−1µ0 otherwise

}

.

By (#9) and (#5) for thep of Claim 1 we have l0ξρ= l0ξξ−1µ0=s= l1µ′1/p=(l1/p)ρ and
l1/p 6∈V. Thus, let Y := V ((l0=r0←−C0)ξ, l1=r1←−C1); σ := mgu({(l0ξ, l1/p)},Y);
and ϕ ∈ S UB (V,T (X)) with Y↿(σϕ) = Y↿ρ. Let t0 := l1[ p← r0ξ ] and t1 := r1. By
Claim 1 we may assume t0σ 6= t1σ (since otherwisel1µ′1[ p← s′ ]= l1µ′1[ p← r0µ0 ]=
t0σϕ= t1σϕ= r1µ′1). Thus ((t0,C0ξ, . . .), (t1,C1, . . .), l1, σ, p) is a critical peak. By
Lemma 2.12, (C0ξC1)σϕ is fulfilled w.r.t. −→ω+ω. Since (l1/p)σϕ=s it makes
sense to define∆ := { p′∈POS (l1)\{p} | l1/p′ 6∈V ∧ (l1/p′)σϕ=s}. Then by (#5) and
(#9) we get Π′′ ⊆ {p}∪∆. Thus by p∈Π′′ we get Π′′∪∆ = {p}∪∆ and therefore
l1µ′1[ p′′← s′ | p′′∈Π′′ ] = l1σϕ[ p′′← s′ | p′′∈Π′′ ] [ p′′← s | p′′∈∆\Π′′ ]

∗
−→ l1σϕ[ p′′← s′ | p′′∈Π′′ ] [ p′′← s′ | p′′∈∆\Π′′ ]
= l1σϕ[ p′′← s′ | p′′∈{p}∪∆ ]
= l1[ p← r0ξ ] [ p′′← r0ξ | p′′∈∆ ] σϕ
= t0 [ p′′← t0/p | p′′∈∆ ] σϕ.

Moreover, forw with w(←−∪⊳)+ (l1/p)σϕ due to (l1/p)σϕ=s we havew<s and therefore
−→ is confluent beloww due toP(?,w,w,?,{ /0}) which is smaller in the first position of the mea-
sure. Finally, by Claim 0 we get∀p′′∈POS ((l1/p)σϕ)\{ /0}. (l1/p)σϕ/p′′ 6∈dom(−→R,X). Thus,
by⊲-quasi overlay joinability, there are some ¯n∈N; p̄ : {0, . . . , n̄−1}→ N∗; ū : {0, . . . , n̄}→ T ;
with t0[ p′′← t0/p | p′′∈∆ ]σϕ ∗

−→ūn̄;

∀i≺ n̄.

(

ūi+1= ūi[ p̄i ← ūi+1/p̄i ]

∧ ūi+1/p̄i
∗
←−ūi/p̄i (←−∪⊳)+ (l1/p)σϕ=s

)

and ū0= t1σϕ= r1µ′1. Finally, for all

v̄ due to s∈D[T] we know thats(−→∪⊲)+v̄ implies s>v̄. Q.e.d. (Claim 2)

Proof of Claim 3:For (ū=v̄) in C1 we have ¯uµ1↓β v̄µ1. In case of β=0, due to (#Θ1), (#Θ2),
and (#Θ3), we have ¯uµ1[ p′← s′ | p′∈Θū ]←−q Θūūµ1= v̄µ1−→q Θv̄v̄µ1[ p′← s′ | p′∈Θv̄ ] and then
ūµ′1= ūµ1[ p′← s′ | p′∈Θū ]−→q Θv̄\Θū

ūµ1[ p′← s′ | p′∈Θū∪Θv̄ ]= v̄µ1[ p′← s′ | p′∈Θv̄∪Θū ]←−q Θū\Θv̄v̄µ1[ p′← s′ | p′∈Θv̄ ]= v̄µ1.

Otherwise, in case of 0≺β, we have for the sort ¯s∈ S of ū: ⊥
+
←−β(eqs̄(ū, v̄))µ1. We get

⊥ ↓ (eqs̄(ū, v̄))µ′1 by P(⊥, (eqs̄(ū, v̄))µ1, s, s′ ,Θeqs̄(ū, v̄)) which is smaller in the second position.
Since there are no rules for⊥ and only one foreqs̄, this means ¯uµ′1 ↓ v̄µ′1. For (Defū) in C1 we

know the existence of some~̄u ∈ G T (cons) with ~̄u
∗
←−βūµ1. We get somê̄u with ~̄u

∗
−→ ˆ̄u

∗
←−ūµ′1

by P(~̄u, ūµ1,s,s′,Θū) which is smaller in the second position. By Lemma 2.10 we getˆ̄u ∈
G T (cons). Finally, for(ū6=v̄) in C1 we have some~̄u,~̄v∈ G T (cons) with ūµ1

∗
−→β

~̄u∤↓~̄v
∗
←−β v̄µ1 (by

Lemma 2.11 andω�β). By applying the same procedure as before twice we getˆ̄u, ˆ̄v∈ G T (cons)
with ūµ′1

∗
−→ ˆ̄u

∗
←−~̄u∤↓~̄v

∗
−→ ˆ̄v

∗
←−v̄µ′1, i.e. ūµ′1

∗
−→ ˆ̄u∤↓ ˆ̄v

∗
←−v̄µ′1. Q.e.d. (Claim 3)

Q.e.d. (Lemma B.8)
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Proof of Lemma C.3

Claim 0:−→ and−→ω are commuting.
Proof of Claim 0:By the assumed strong commutation assumption and Lemma 3.3−→q ◦

∗
−→ω

and
∗
−→ω are commuting. Since by Corollary 2.14 we have−→⊆−→q ◦

∗
−→ω ⊆

∗
−→, now−→

and−→ω are commuting, too. Q.e.d. (Claim 0)

Claim 1:If
∗
−→ω◦−→q ◦

∗
−→ω strongly commutes over

∗
−→, then−→ is confluent.

Proof of Claim 1:
∗
−→ω◦−→q ◦

∗
−→ω and

∗
−→ are commuting by Lemma 3.3. Since by Corol-

lary 2.14 we have−→⊆
∗
−→ω◦−→q ◦

∗
−→ω ⊆

∗
−→, now−→ and−→ are commuting, too.

Q.e.d. (Claim 1)

We are going to show the following property:

w0←−q ω+ω,Π0
u−→q ω+ω,Π1

w1 ⇒ w0
∗
−→ω◦−→q ◦

∗
−→ω ◦

∗
←−w1.

u ‖
ω+ω,Π1

> w1

w0

==
∨

ω+ω,Π0

∗
ω

> ◦ ‖ > ◦
∗
ω

> ◦

∗
∨

Claim 2:The above property implies that
∗
−→ω◦−→q ◦

∗
−→ω strongly commutes over

∗
−→ and that

−→ is confluent.
Proof of Claim 2:First we show the strong commutation. By Lemma 3.3 it sufficesto show that
∗
−→ω◦−→q ◦

∗
−→ω strongly commutes over−→. Assume u′′←−u′

∗
−→ωu−→q w1

∗
−→ωw2 (cf. di-

agram below). By the strong commutation assumed for our lemma and Corollary 2.14, there
arew0 andw′0 with u′′

∗
−→ωw′0

∗
←−ωw0←−q u. By the above property there are somew3, w′1 with

w0
∗
−→ωw3−→q ◦

∗
−→ωw′1

∗
←−w1. By Claim 0 we can close the peakw′1

∗
←−w1

∗
−→ωw2 accord-

ing to w′1
∗
−→ωw′2

∗
←−w2 for somew′2. By the assumed confluence of−→ω , we can close the

peak w′0
∗
←−ωw0

∗
−→ωw3 according to w′0

∗
−→ωw′3

∗
←−ωw3 for somew′3. To close the whole di-

agram, we only have to show that we can close the peakw′3
∗
←−ωw3−→q ◦

∗
−→ωw′2 according to

w′3−→q ◦
∗
−→ω ◦

∗
←−ωw′2, which is possible due to the strong commutation assumed for our lemma.

u′
∗
ω

> u ‖ > w1
∗
ω

> w2

w0

==
∨ ∗

ω
> w3 ‖ > ◦

∗
ω

> w′1

∗
∨

∗
ω

> w′2

∗
∨

u′′
∨

∗
ω

> w′0

∗
∨

ω

∗
ω

> w′3

∗
∨

ω

‖ > ◦
∗
ω

> ◦

∗
∨

ω

Finally, confluence of−→ follows from Claim 1. Q.e.d. (Claim 2)

W.l.o.g. let the positions ofΠi be maximal in the sense that for anyp ∈ Πi and Ξ ⊆
POS (u)∩(pN+) we do not haveu−→q ω+ω,(Πi\{p})∪Ξwi anymore. Then for eachi ≺ 2 andp∈ Πi

there are((l i,p, r i,p),Ci,p) ∈ R and µi,p ∈ S UB (V,T (X)) with u/p= l i,pµi,p, r i,pµi,p=wi/p,
Ci,pµi,p fulfilled w.r.t.−→. Finally, for eachi ≺ 2: wi =u[ p← r i,pµi,p | p∈Πi ].
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Claim 5:We may assume∀i≺2. ∀p∈Πi. l i,p 6∈T (cons,VSIG⊎VC ).
Proof of Claim 5: Define Ξi := { p∈Πi | l i,p∈T (cons,VSIG⊎VC ) } and u′i :=
u[ p← r i,pµi,p | p∈Πi\Ξi ]. If we have succeeded with our proof under the assumption of

Claim 5, then we have shownu′0
∗
−→ωv0−→q ◦

∗
−→ωv1

∗
←−u′1 for somev0, v1 (cf. diagram below).

By Lemma 13.2 (matching both itsµ andν to ourµi,p) we get ∀i≺2. ∀p∈Ξi. l i,pµi,p−→ωr i,pµi,p

and therefore∀i≺2. u′i
∗
−→ωwi . Thus from v1

∗
←−u′1

∗
−→ωw1 we get v1

∗
−→ωv2

∗
←−w1 for some

v2 by Claim 0. Due to the assumed confluence of−→ω , we can close the peakw0
∗
←−ωu′0

∗
−→ωv0

according to w0
∗
−→ωv′0

∗
←−ωv0 for somev′0. By the strong commutation assumption of our

lemma, from v′0
∗
←−ωv0−→q ◦

∗
−→ωv1

∗
−→ωv2 we can finally concludev′0−→q ◦

∗
−→ω ◦

∗
←−ωv2.

u ‖
ω+ω,Π1\Ξ1

> u′1
∗
ω

> w1

u′0

==
∨

ω+ω,Π0\Ξ0

∗
ω

> v0 ‖ > ◦
∗
ω

> v1

∗
∨ ∗

ω
> v2

∗
∨

w0

∗
∨

ω

∗
ω

> v′0

∗
∨

ω

‖ > ◦
∗
ω

> ◦

∗
∨

ω

Q.e.d. (Claim 5)

Define the set of inner overlapping positions by
Ω(Π0,Π1) :=

[

i≺2

{ p∈Π1−i | ∃q∈Πi . ∃q
′∈N∗. p=qq′ },

and the length of a term byλ( f (t0, . . . ,tm−1)) := 1+∑ j≺mλ(t j).

Now we start an induction on ∑
p′∈Ω(Π0,Π1)

λ(u/p′) in ≺ .

Define the set of top positions by
Θ := { p∈Π0∪Π1 | ¬∃q∈Π0∪Π1. ∃q

′∈N+. p=qq′ }.
Since the prefix ordering is wellfounded we have∀i≺2. ∀p∈Πi . ∃q∈Θ. ∃q′∈N∗. p=
qq′. Then ∀i≺2. wi =wi [q← wi/q | q∈Θ ]=u[ p← r i,pµi,p | p∈Πi ][q← wi/q | q∈Θ ]=
u[q← wi/q | q∈Θ ]. Thus, it now suffices to show for allq∈Θ

w0/q
∗
−→ω◦−→q ◦

∗
−→ω ◦

∗
←−w1/q

because then we have
w0=u[q← w0/q | q∈Θ ]

∗
−→ω◦−→q ◦

∗
−→ω ◦

∗
←−u[q← w1/q | q∈Θ ]=w1.

Therefore we are left with the following two cases forq∈Θ:
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q 6∈Π1: Then q∈Π0. DefineΠ′1 := { p | qp∈Π1 }. We have two cases:

“The variable overlap (if any) case”:∀p∈Π′1∩POS (l0,q). l0,q/p∈V:

l0,qµ0,q ‖
ω+ω,Π′1

> w1/q

l0,qν

w

w

w

w

w

w0/q
∨

ω+ω, /0

===== r0,qµ0,q ‖ > r0,qν
∨

Define a functionΓ on V by (x∈V): Γ(x) := { (p′, p′′) | l0,q/p′=x ∧ p′p′′ ∈Π′1 }.
Claim 7:There is someν ∈ S UB (V,T (X)) with

∀x∈ V.

(

xµ0,q−→q xν
∧ ∀p′∈dom(Γ(x)). xν=xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]

)

.

Proof of Claim 7:
In case of dom(Γ(x))= /0 we define xν := xµ0,q. If there is somep′ such that dom(Γ(x))=
{p′} we definexν := xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]. This is appropriate since due
to ∀(p′, p′′)∈Γ(x). xµ0,q/p′′= l0,qµ0,q/p′p′′=u/qp′p′′= l1,qp′p′′µ1,qp′p′′ we have

xµ0,q=xµ0,q[ p′′← l1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]−→q
xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ]=xν.

Finally, in case of |dom(Γ(x))| ≻ 1, l0,q is not linear inx. By the conditions of our lemma and
Claim 5 this impliesx∈VC . Since there is some(p′, p′′) ∈ Γ(x) with xµ0,q/p′′= l1,qp′p′′µ1,qp′p′′

this implies l1,qp′p′′µ1,qp′p′′∈T (cons,VC ) and then l1,qp′p′′∈T (cons,VSIG⊎VC ) which contra-
dicts Claim 5. Q.e.d. (Claim 7)

Claim 8: l0,qν=w1/q.
Proof of Claim 8:
By Claim 7 we getw1/q=u/q[ p′p′′← r1,qp′p′′µ1,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l0,q[ p′← xµ0,q | l0,q/p′=x∈V ][ p′p′′← r1,qp′p′′µ1,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l0,q[ p′← xµ0,q[ p′′← r1,qp′p′′µ1,qp′p′′ | (p′, p′′)∈Γ(x) ] | l0,q/p′=x∈V ]=
l0,q[ p′← xν | l0,q/p′=x∈V ]= l0,qν. Q.e.d. (Claim 8)

Claim 9: w0/q−→q r0,qν.
Proof of Claim 9:Since w0/q= r0,qµ0,q, this follows directly from Claim 7. Q.e.d. (Claim 9)

By claims 8 and 9 it now suffices to showl0,qν−→r0,qν, which again follows from Lemma C.4

since−→ and−→ω are commuting by Claim 0 and since∀x∈V. xµ0,q
∗
−→xν by Claim 7 and

Corollary 2.14.
Q.e.d. (“The variable overlap (if any) case”)
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“The critical peak case”: There is somep∈Π′1∩POS (l0,q) with l0,q/p 6∈V:

l0,qµ0,q ω+ω, p
> u′ ‖

ω+ω,Π′1\{p}
> w1/q

v1

==
∨

ω+ω,Π′′

∗
ω

> v3 ‖ > ◦
∗
ω

> v′1

∗
∨

w0/q
∨

ω+ω, /0

∗
ω

> v2

∗
∨

ω

∗
ω

> v4

∗
∨

ω

‖ > ◦
∗
ω

> ◦

∗
∨

ω

Claim 10: p 6= /0.
Proof of Claim 10:If p= /0, then /0∈Π′1, then q∈Π1, which contradicts our global case
assumption. Q.e.d. (Claim 10)

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l1,qp, r1,qp),C1,qp))]∩V (((l0,q, r0,q),C0,q)) = /0.
Define Y:= ξ[V (((l1,qp, r1,qp),C1,qp))]∪V (((l0,q, r0,q),C0,q)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ0,q if x∈ V (((l0,q, r0,q),C0,q))
xξ−1µ1,qp else

}

(x∈V).

By l1,qpξρ= l1,qpξξ−1µ1,qp=u/qp= l0,qµ0,q/p= l0,qρ/p=(l0,q/p)ρ
let σ := mgu({(l1,qpξ, l0,q/p)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
Defineu′ := l0,qµ0,q[ p← r1,qpµ1,qp]. We get

u′=u/q[ p′← l1,qp′µ1,qp′ | p′∈Π′1\{p} ][ p← r1,qpµ1,qp]−→q ω+ω,Π′1\{p}

u/q[ p′← r1,qp′µ1,qp′ | p′∈Π′1 ]=w1/q.
If l0,q[ p← r1,qpξ ]σ= r0,qσ, then the proof is finished due to

w0/q= r0,qµ0,q= r0,qσϕ= l0,q[ p← r1,qpξ ]σϕ=u′−→q ω+ω,Π′1\{p}
w1/q.

Otherwise we have((l0,q[ p← r1,qpξ ]σ,C1,qpξσ,1), (r0,qσ,C0,qσ,1), l0,qσ, p) ∈ CP(R) (due to
Claim 5); p 6= /0 (due to Claim 10); C1,qpξσϕ = C1,qpµ1,qp is fulfilled w.r.t. −→; C0,qσϕ =
C0,qµ0,q is fulfilled w.r.t.−→. Due to Claim 0 and our assumedω-coarse level parallel closed-

ness we haveu′= l0,q[ p← r1,qpξ ]σϕ−→q v1
∗
−→ωv2

∗
←−ωr0,qσϕ= r0,qµ0,q=w0/q for somev1, v2.

We then havev1←−q ω+ω,Π′′u′−→q ω+ω,Π′1\{p}
w1/q for someΠ′′. By ∑

p′′∈Ω(Π′′,Π′1\{p})
λ(u′/p′′) �

∑
p′′∈Π′1\{p}

λ(u′/p′′) = ∑
p′′∈Π′1\{p}

λ(u/qp′′) ≺

∑
p′′∈Π′1

λ(u/qp′′) = ∑
p′∈qΠ′1

λ(u/p′) = ∑
p′∈Ω({q},Π1)

λ(u/p′) � ∑
p′∈Ω(Π0,Π1)

λ(u/p′), due to our

induction hypothesis we get somev′1, v3 with v1
∗
−→ωv3−→q ◦

∗
−→ωv′1

∗
←−w1/q. By confluence

of −→ω we can close the peak atv1 according to v2
∗
−→ωv4

∗
←−ωv3 for somev4. Finally by

the strong commutation assumption of our lemma, the peak atv3 can be closed according to
v4−→q ◦

∗
−→ω ◦

∗
←−ωv′1.

Q.e.d. (“The critical peak case”) Q.e.d. (“q 6∈Π1”)
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q∈Π1: DefineΠ′0 := { p | qp∈Π0 }. We have two cases:

“The second variable overlap (if any) case”:∀p∈Π′0∩POS (l1,q). l1,q/p∈V:

l1,qµ1,q ω+ω, /0
> w1/q

r1,qµ1,q

w

w

w

w

w

w

w0/q

==

∨

ω+ω,Π′0

====== l1,qν > r1,qν

==
∨

Define a functionΓ on V by (x∈V): Γ(x) := { (p′, p′′) | l1,q/p′=x ∧ p′p′′ ∈Π′0 }.
Claim 11:There is someν ∈ S UB (V,T (X)) with

∀x∈ V.

(

xν←−q xµ1,q

∧ ∀p′∈dom(Γ(x)). xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]=xν

)

.

Proof of Claim 11:
In case of dom(Γ(x))= /0 we define xν := xµ1,q. If there is somep′ such that dom(Γ(x))=
{p′} we definexν := xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]. This is appropriate since due
to ∀(p′, p′′)∈Γ(x). xµ1,q/p′′= l1,qµ1,q/p′p′′=u/qp′p′′= l0,qp′p′′µ0,qp′p′′ we have

xµ1,q=xµ1,q[ p′′← l0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]−→q
xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ]=xν.

Finally, in case of |dom(Γ(x))| ≻ 1, l1,q is not linear inx. By the conditions of our lemma and
Claim 5 this impliesx∈VC . Since there is some(p′, p′′) ∈ Γ(x) with xµ1,q/p′′= l0,qp′p′′µ0,qp′p′′

this implies l0,qp′p′′µ0,qp′p′′∈T (cons,VC ) and then l0,qp′p′′∈T (cons,VSIG⊎VC ) which contra-
dicts Claim 5. Q.e.d. (Claim 11)

Claim 12: w0/q= l1,qν.
Proof of Claim 12:
By Claim 11 we getw0/q=u/q[ p′p′′← r0,qp′p′′µ0,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l1,q[ p′← xµ1,q | l1,q/p′=x∈V ][ p′p′′← r0,qp′p′′µ0,qp′p′′ | ∃x∈V. (p′, p′′)∈Γ(x) ]=
l1,q[ p′← xµ1,q[ p′′← r0,qp′p′′µ0,qp′p′′ | (p′, p′′)∈Γ(x) ] | l1,q/p′=x∈V ]=
l1,q[ p′← xν | l1,q/p′=x∈V ]= l1,qν. Q.e.d. (Claim 12)

Claim 13: r1,qν←−q w1/q.
Proof of Claim 13:Since r1,qµ1,q=w1/q, this follows directly from Claim 11. Q.e.d. (Claim 13)

By claims 12 and 13 using Corollary 2.14 it now suffices to showl1,qν−→r1,qν, which again
follows from Lemma C.4 since−→ and−→ω are commuting by Claim 0 and since∀x∈V.

xµ1,q
∗
−→xν by Claim 11 and Corollary 2.14.

Q.e.d. (“The second variable overlap (if any) case”)
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“The second critical peak case”: There is somep∈Π′0∩POS (l1,q) with l1,q/p 6∈V:

l1,qµ1,q ω+ω, /0
> w1/q

u′
∨

ω+ω, p

‖
ω+ω,Π′′

> v1
∗
ω

> v2

∗
∨

w0/q

==
∨

ω+ω,Π′0\{p}

∗
ω

> ◦ ‖ > ◦
∗
ω

> v′1

∗
∨

∗
ω

> ◦

∗
∨

Let ξ ∈ S UB (V,V) be a bijection withξ[V (((l0,qp, r0,qp),C0,qp))]∩V (((l1,q, r1,q),C1,q)) = /0.
Define Y:= ξ[V (((l0,qp, r0,qp),C0,qp))]∪V (((l1,q, r1,q),C1,q)).

Let ρ ∈ S UB (V,T (X)) be given byxρ =

{

xµ1,q if x∈ V (((l1,q, r1,q),C1,q))
xξ−1µ0,qp else

}

(x∈V).

By l0,qpξρ= l0,qpξξ−1µ0,qp=u/qp= l1,qµ1,q/p= l1,qρ/p=(l1,q/p)ρ
let σ := mgu({(l0,qpξ, l1,q/p)},Y) andϕ ∈ S UB (V,T (X)) with Y↿(σϕ)=Y↿ρ.
Defineu′ := l1,qµ1,q[ p← r0,qpµ0,qp]. We get

w0/q=u/q[ p′← r0,qp′µ0,qp′ | p′∈Π′0 ]←−q ω+ω,Π′0\{p}

u/q[ p′← l0,qp′µ0,qp′ | p′∈Π′0\{p} ][ p← r0,qpµ0,qp]=u′.
If l1,q[ p← r0,qpξ ]σ= r1,qσ, then the proof is finished due to

w0/q←−q ω+ω,Π′0\{p}
u′= l1,q[ p← r0,qpξ ]σϕ= r1,qσϕ= r1,qµ1,q=w1/q.

Otherwise we have((l1,q[ p← r0,qpξ ]σ,C0,qpξσ,1), (r1,qσ,C1,qσ,1), l1,qσ, p) ∈ CP(R) (due
to Claim 5); C0,qpξσϕ = C0,qpµ0,qp is fulfilled w.r.t. −→; C1,qσϕ = C1,qµ1,q is ful-
filled w.r.t. −→. Due to Claim 0 and our assumedω-coarse level parallel joinability we
have u′= l1,q[ p← r0,qpξ ]σϕ−→q v1

∗
−→ωv2

∗
←−r1,qσϕ= r1,qµ1,q=w1/q for somev1, v2. We

then have w0/q←−q ω+ω,Π′0\{p}
u′−→q ω+ω,Π′′v1 for someΠ′′. Since ∑

p′′∈Ω(Π′0\{p},Π′′)
λ(u′/p′′) �

∑
p′′∈Π′0\{p}

λ(u′/p′′) = ∑
p′′∈Π′0\{p}

λ(u/qp′′) ≺ ∑
p′′∈Π′0

λ(u/qp′′) = ∑
p′∈qΠ′0

λ(u/p′) =

∑
p′∈Ω(Π0,{q})

λ(u/p′) � ∑
p′∈Ω(Π0,Π1)

λ(u/p′) due to our induction hypothesis we get somev′1 with

w0/q
∗
−→ω◦−→q ◦

∗
−→ωv′1

∗
←−v1. Finally the peak atv1 can be closed according tov′1

∗
−→ω ◦

∗
←−v2

by Claim 0.
Q.e.d. (“The second critical peak case”) Q.e.d. (Lemma C.3)
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Proof of Lemma C.4
By Lemma 2.7 it suffices to show for each literalL in C thatLν is fulfilled w.r.t.−→R,X . Note that
we already know thatLµ is fulfilled w.r.t.−→R,X . Since V (C)⊆VC , for all x in V (C) we have

xµ∈T (cons,VC ) and then by Lemma 2.10xµ
∗
−→R,X,ωyµ.

L = (s0=s1): We have s0ν ∗
←−R,X,ωs0µ

∗
−→R,X t0

∗
←−R,X s1µ

∗
−→R,X,ωs1ν for some t0. By the in-

clusion assumption of the lemma we get somev with s0ν ∗
−→R,X v

∗
←−R,X t0 and then (due to

v
∗
←−R,X s1µ

∗
−→R,X,ωs1ν) v

∗
−→R,X ◦

∗
←−R,X s1ν.

L = (Defs): We know the existence oft ∈ G T (cons) with sν ∗
←−R,X,ωsµ

∗
−→R,X t. By the above

inclusion property again, there is somet ′ with sν ∗
−→R,X t ′

∗
←−R,X t. By Lemma 2.10 we get

t ′∈G T (cons).
L = (s06=s1): There exist somet0,t1 ∈ G T (cons) with ∀i≺2. siν

∗
←−R,X,ωsiµ

∗
−→R,X ti and

t0 ∤↓
R,X

t1. Just like above we gett ′0, t ′1 ∈ G T (cons) with ∀i≺2. siν
∗
−→R,X t ′i

∗
←−R,X ti . Finally

t ′0
∗
←−R,X t0 ∤↓

R,X
t1
∗
−→R,X t ′1 implies t ′0 ∤↓

R,X
t ′1.


